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**Abstract**

Proper coastal engineering design relies ultimately on a complete description of sea states to which natural or man-made structures are exposed. The character of directionally distributed wind wave energy is an intuitively and demonstrably important aspect of sea state definition, yet no long-term high-resolution coastal observations exist upon which to base engineering guidance. To remedy this, a multi-year series of directional wind sea and swell measurements has been undertaken at the Field Research Facility (FRF) of the US Army Engineer Waterways Experiment Station, Coastal Engineering Research Center (CERC). This report contains a preliminary analysis of 1,046 directional observations obtained during the first year of data collection. The climate during this year was typical of this site based on longer time series observations of winds, waves, and currents at the FRF.

(Continued)
Bulk directional characteristics are deduced from a spread parameter, based on the angular arc which subtends the central half of the area under a wave energy directional distribution, and an asymmetry parameter, which indicates how evenly energy is distributed about the peak of a directional distribution. The spread parameter for energy integrated across all frequencies ranges from 20 to 60 deg with a distinct maximum occurrence near 40 deg. Unidirectional sea states do not exist in this data set. The same general behavior is found when data are evaluated frequency by frequency. The tendency for spread to be near 40 deg appears to occur under all conditions, being nearly independent of conventional sea state descriptors such as characteristic wave height, peak period, peak direction, and bulk steepness.

Multiple modes (distinct peaks in a directional distribution at a given frequency) occur in about one-third of the observations. Where multimodal distributions exist, energy tends to be evenly distributed among modes. Causes and effects of this feature of wave climate are subjects for future research.

An indication of ordered structure in directional distributions at individual frequencies is apparent when select distributions are classed by ranges of spread and asymmetry parameter and then averaged to find mean shapes. Select distributions are those which are unimodal and contain enough wave energy to avoid noise contamination. The shapes thus found can be used as structural elements with which to constitute a complete sea state in numerical models or in signal generation algorithms for directional physical models. Only about one-third of all distributions are found to be symmetric. Symmetry is a common assumption in specifying analytic functions with which to model directionally distributed wave energy. The remaining two-thirds of observations are strongly asymmetric, a feature which is sure to have important consequences in wave dynamics inshore of the observation site.
A paucity of observations of directionally distributed wave energy has hindered understanding and modeling of nearshore processes which affect coastal engineering projects. To help alleviate this dearth of knowledge, a long-term series of observations using a special, high-resolution directional wave gage has been initiated. This study was authorized by Headquarters, US Army Corps of Engineers (HQUSACE), under Civil Works Research Work Unit 32484, Directionality of Waves in Shallow Water, Coastal Flooding Program. Funds were provided through the US Army Engineer Waterways Experiment Station (WES), Coastal Engineering Research Center (CERC), under the program management of Dr. C. Linwood Vincent, CERC. Messrs. John H. Lockhart, Jr., John G. Housley, James E. Crews, and Charles W. Hummer were HQUSACE Technical Monitors.
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DIRECTIONAL CHARACTERISTICS
OF WAVES IN SHALLOW WATER

PART I: INTRODUCTION

Basic Problem

1. Ocean waves in the so-called wind wave frequency band (roughly 0.04 to 0.3 Hz) are among the dominant forcing mechanisms in all coastal processes, acting on both natural and man-made boundary surfaces. An engineer designing a modification to the natural boundary needs to know the range and magnitude of these forces to ensure that the modification can withstand these forces and yet is economical to construct. Estimation of wave forces requires knowledge of the sea state in the vicinity of the modification. Full description of a sea state requires amplitude, frequency, and direction for each component of the wave field. There are myriad observations of amplitude and frequency from numerous field campaigns but very few detailed observations of wave direction. The latter condition represents a distinct and very important void in knowledge required for comprehensive engineering design. The intent of this report is to provide guidance on the directional characteristics of oceanic wind waves in shallow coastal waters based on a dedicated program of field measurements.

2. This report is intended for a readership with somewhat diverse backgrounds. As a result, some of the beginning material is basic and can be skipped (or scanned briefly). In particular, the remainder of Part I discusses importance of directional wave measurements, some past efforts in this regard, and some fundamental differences between low- and high-resolution directional wave gages. Part II is essentially a tutorial on frequency-direction spectra and can be skipped by those familiar with this subject. It also introduces basic notation and some conventional parameters. The reader might wish to scan Part II for these or refer to Appendix B, which lists all notation used in this report. Parameters introduced in Part II are also summarized at the end of Part V. Part III is a description of the measurement scheme, and the remaining parts are discussion and analysis of observations. Starting with Part III, information is germane to the results and so should be consulted.
Conventional Approach

3. It is important to be able to characterize wave directionality, but the ability to do so has evolved very slowly. Coastal engineers consider wind wave forces in one main sense: how they act at the ocean boundaries. Within this realm, wave forces can be considered in two broad categories: how they act on solid structures and how they induce sediment transport. Solid structures include seawalls, groins, jetties, breakwaters, and the hulls of operating dredges. Sediment transport is important in beach erosion, inlet migration, silting of navigation channels, foundation failure under some solid structures, the fate of disposed dredged material, and the success of beach nourishment projects. In any of these applications, the detailed mechanics is extremely complex. Nonetheless, the gross behavior of wave-boundary interactions can be estimated adequately with simple models which characterize their dominant behavior. Obviously, if wind waves are used as input to a system response model, then the results are, at best, only as good as the wave field description.

4. For computational efficiency, the simplest models are preferred. Where knowledge is lacking, the simplest assumptions are usually made about the behavior of real systems. These two concepts were employed (in the days before computers and advanced gaging techniques) to characterize seas of various complexities as single wave trains. An entire sea would be considered to have a single characteristic height, frequency (monochromatic), and direction (unidirectional), with most natural wave data being estimated from observations. A broad base of engineering design guidance was established by using these three parameters to characterize wind waves as forcing mechanisms. Much of the guidance in the Shore Protection Manual (SPM)(1984) reflects this simple approach to sea state description.

5. With the advent of computers and advanced computation and gaging techniques, it became possible to record and analyze the time series of sea surface displacements at a point in space. Typical wave gages consisted of wave staffs, pressure gages, or heave (vertical displacement) buoys. Analysis of these data showed how wave energy was distributed in frequency; that is, at any given time, a wave field could be considered to contain a number of wave trains, each with its own amplitude and frequency. This type of (real) wave
field is called irregular. Though recognized as important, wave direction could not be determined from these gages.

**Irregular Waves Versus Monochromatic Waves**

6. The response of a structure or nearshore bathymetry to attack by irregular waves can be very different from that by monochromatic waves. One difference is that irregular waves can add up their amplitudes (constructive interference) or cancel out their amplitudes (destructive interference) at various places in space. This interference makes such phenomena as wave run up, structural overtopping, and toe scour more or less intense for irregular waves than for monochromatic waves. Furthermore, even though an irregular wave field can be considered (to a first approximation) a linear sum of a number of monochromatic wave trains, sedimentary and structural responses to these waves are nonlinear. Nonlinearity means that estimates of these responses to irregular wave attack cannot be made by simply adding the responses determined from attack by an equivalent number of separate monochromatic waves.

7. The problem of irregular wave attack is more difficult than that of monochromatic waves but is not intractable. Engineering guidance for estimating these responses is derived from (a) gaging and monitoring existing real projects, (b) performing scaled physical model tests of various projects in laboratory wave basins, and (c) constructing mathematical models to represent the processes involved. All of these efforts are currently under way at the US Army Engineer Waterways Experiment Station (WES) Coastal Engineering Research Center (CERC) in Vicksburg, MS.

8. It is extremely useful to be able to characterize an irregular sea as simply as possible. A conventional way is by referring to the wave energy spectrum, which is simply a set of numbers (one for each frequency) proportional to wave energy. The formal name is the *spectrum of wave energy as a function of frequency*, and informally it is usually known as the *frequency spectrum*. If the set of numbers is graphed as a function of frequency, a curve through the plotted points illustrates the shape of the frequency spectrum.
9. The potential number of frequency spectrum shapes is infinite even within the confines of the simple linear wave theory used to describe a wave field. Fortunately, nature behaves in such a way that the most common shapes of interest can be represented by a rather small class of mathematical functions. These functions are called models of ocean wave frequency spectra. Several models have evolved following physical arguments and observations by various investigators.

10. One of the most consistent models for high-frequency wind waves was derived by Phillips (1958). An extension of this model by Pierson and Moscovitz (1964) led to a model for fully developed wind seas in deep water. Observations during the Joint North Sea Wave Project (JONSWAP) (Hasselmann et al. 1973) enabled a further extension of the model for application to developing wind seas in deep water. Transformation of this model to shallow water by Bouws, Günther, and Vincent (1985) has led to what is known as the TMA (TEXEL, MARSEN and ARSLOE) frequency spectrum. Both the JONSWAP and TMA spectral models are being used by CERC for coastal engineering design studies (in the form of physical models). In further developments along this line, the TMA model has recently been modified by Miller and Vincent (1990) to account for nonlinear wave-wave interactions in the middle frequencies as derived by Kitaigorodskii (1983). These models require only a few parameters (usually six or fewer) to describe the whole frequency distribution of wind wave energy.

Importance of Directionally Distributed Wave Energy

Heuristic approach

11. Wave energy can be distributed in direction in the same sense that it can be distributed in frequency. That is, at a given frequency, wave energy can be coming from more than one direction. A simple way to visualize this concept is to imagine looking seaward from a beach at two approaching wave trains. The two wave trains have the same period, i.e., the same frequency. However, they are readily distinguishable because they approach the observer from different angles so that the pattern of wave crests for each wave train can be seen. If one train is coming from 45 deg to the observer's
left and the other from 45 deg to the right, the wave crests will intersect at 90 deg. Since the frequency of each wave train is the same, the wavelengths in both wave trains will be the same. The total pattern of wave crests will appear to be a square grid cocked at 45 deg to the beach and moving normally toward the beach.

12. If the two wave trains approach the beach at angles that are not as widely separated, say from 10 deg to the observer's left and from 10 deg to the right, the individual wave train crests will still be distinguishable; but the total crest pattern will be elongated in the longshore direction. Instead of being square, the grid pattern will be a rhombus. It will still move normally toward the beach. As the direction separation becomes yet smaller, the rhombus pattern gets more elongated in the longshore direction. Over most of the wave pattern, an observer with a good means of sensing direction would see an almost unidirectional wave train with crests of alternating waves aimed in slightly different directions.

13. Since wave energy moves in the wave propagation direction, the above examples illustrate wave fields where energy is distributed in direction but not frequency. Harmonic (i.e., frequency spectrum) analysis of the time series of sea surface elevation measured at one point in space would show wave energy at only one frequency for all cases. The wave field is thus monochromatic in that sense. One could add to the picture more waves of the same frequency but different directions. A graph of wave energy as a function of direction for this set of waves would be called the direction spectrum of wave energy for that frequency.

14. If the same process is done for waves at all the other frequencies in the wave field, one could construct a three-dimensional diagram of wave energy as a function of both frequency and direction. This type of display is called the frequency-direction spectrum of wave energy. If known completely, it constitutes a complete description of sea state insofar as energy available to do work is concerned.

15. In general, it is very important to know the directional characteristics of wave energy. If the energy at all frequencies is confined to a very narrow range of directions, then the engineering guidance based on unidirectional, irregular seas is sufficient for design work. However, if the energy at one or more frequencies is spread over a broad range of directions, then a host of problems can arise if unidirectional guidance is used.
16. For instance, one could imagine a directional distribution wherein the main (or peak) wave energy was shore normal approaching a uniform, plane beach, while a lesser amount of energy was at some angle other than normal. If the peak direction were used in a unidirectional model of shoreline response, the result would be entirely in the form of cross-shore sediment transport. However, if the complete wave field were considered, the smaller waves at an angle to the beach would induce a small, persistent longshore current. The sediment being lifted by the stronger, shore-normal waves would then be transported longshore by the currents induced by the smaller waves. Over time, the net longshore transport could be substantial; that is, unidirectional guidance based on the direction of peak wave energy would give an answer that is incomplete in a potentially important way.

**Laboratory studies**

17. A well-described quantification of effects of wave directionality at field sites has not been done. Lacking this, perhaps the most profound indications of wave directional effects are the results of two laboratory experiments, one reported by Vincent and Briggs (1989), and the other by Kaihatu and Briggs (in preparation). In the first experiment, wave fields with different distributions of frequency and direction were propagated over a submerged mound in the directional wave basin at CERC. Effects of wave directionality were observed by superposition of many wave trains traveling in a range of directions (a measure of which is called the directional spread) which varied from run to run. The ratio of total wave energy in the lee of the mound to that in front of the mound was used as a measure of system response. In all cases, it was observed that the greater the directional spread of the attacking waves, the lower the local relative energy was in the lee of the mound. For wave fields broadening from unidirectional to a 60-deg spread, the relative energy dropped by a factor of about four, a very substantial difference. The results suggest that if this amount of spread is a characteristic of real wave fields, designs based on unidirectional studies could overcorrect for wave attack. While the results are specific to the case tested, it shows the degree of variability of system response in directionally distributed seas. If thought of as an example of wave focusing by a mound of placed, dredged material, these results could influence decisions concerning mound shape, distance offshore of mound placement, and the risk of mitigating beach erosion induced by mound-focused waves.
18. In the second experiment, Kaihatu and Briggs (in preparation) examined the system response (primarily diffraction) in the lee of a (modeled) semi-infinite breakwater subject to various incident wave fields. Different frequency and direction distributions were used, similar to the mound study. Peak wave energy direction was maintained along the normal to the breakwater axis. A reference wave gage was placed near the point of the breakwater. Wave gages to monitor system response were arrayed along straight transects behind and at an angle to the breakwater, with transects originating at the breakwater point. As with the mound study, results varied with incident wave conditions. The dominant variable characterizing system response was directional spread of the incident waves. In contrast to the mound study, it was found that wave heights in the lee of the breakwater increased as spread increased. As much as twice the reference wave height (again, four times the energy) was observed with widespread (about 60-deg) incident waves as compared to unidirectional waves. This occurrence may have been, in part, because of the direct propagation of energy into the lee of the breakwater by waves from high incident directions on one tail of the main directional distribution. Nonetheless, it illustrates the point that peak direction alone is not a sufficient characterization of wave directionality.

19. Collectively, the two experiments indicated that coastal engineering system response can vary dramatically for fixed values of the three conventional wave-field descriptors (characteristic wave height, peak period, and peak direction). At least one measure of the angular spread of energy is required. The experiments suggest strongly that a parameter characterizing directional spread is at least as important as the three conventional parameters.

Common Directional Wave Gages

20. One can imagine any number of other possibilities for the distribution of wave energy in frequency and direction. For engineering application in real projects, it is necessary to know the energy distribution in real seas rather than in a set of imagined, idealized seas. The present status of guidance in this regard is that while there is a physical wave basin as well as several mathematical theories which can use virtually any sea state description as input for modeling, there is very little detailed knowledge of
the real distribution of wave energy in shallow coastal waters. The primary reasons for this are (a) difficulties in high-resolution directional wave gaging, and (b) difficulties in obtaining observations at any one site over a time span long enough that the statistical character (mean conditions, extreme conditions, conditions during storms, etc.) of natural, shallow-water seas can be identified.

21. There is a variety of gages that sense wave direction, ranging from the human eye to elaborate arrays of sea surface displacement gages and on to satellite imagery. These gages vary markedly in their resolution of directionally distributed seas. The human eye is not well calibrated, gets tired, and gives results that change from human to human. Images from satellite overpasses tend to give data at one point in time (a snapshot) and not the time series required to determine mean properties of the directional distribution. Furthermore, the large extent of their horizontal sampling, often averaging over tens of kilometres, make them inappropriate for detailed (typical scale of a few hundred metres) nearshore studies. Radar devices have potential but have yet to demonstrate that they can yield high-resolution frequency-direction spectra.

22. Some commonly used wave direction sensors which obtain time series at a point in space are of low resolution in that they tend to overestimate directional spread and can only resolve wave trains of the same frequency which are separated by 90 deg or more in direction. They are of three general types:

a. The PUV gage (named for the pressure and two horizontal components of water velocity measured) relies on the unique phase difference between pressure and the horizontal velocity vector in a wave train running at a given direction.

b. The heave-pitch-roll buoy relies on the phase difference between sea surface displacement (the heave axis) and components of sea surface tilt (or slope) determined from pitch- and-roll measurements in a wave train.

c. The Sxy or slope array gage is like the heave-pitch-roll buoy except surface displacement and surface tilt components are found from pressure gages mounted in the water column. Pressure records are converted to surface elevation by way of linear wave theory.
23. Where a directional distribution is well behaved (one main peak direction with lesser energy at nearby directions and very little energy at directions well away from the peak), these gages can do extremely well in estimating peak direction, generally within a few degrees. However, if there are two equal energy wave trains at the same frequency but well separated directions (as in the example given in par. 11), these gages will tend to give an angle somewhere midway between the two peak directions. While such a result gives a kind of mean angle for the wave field as a whole, it does not represent either wave train very well since it attributes the peak wave energy to a direction in which there is no wave energy. Hence, gage output can be quite misleading.

24. With a more advanced analysis algorithm, data from any of the above gages can be processed to detect two separate wave trains at the same frequency, but only if their propagation directions are separated by 70 deg or more (Oltman-Shay and Guza 1984). This algorithm is an improvement, but it still does not give enough information for a complete sea state description.

25. This discussion does not mean that information from any of these gages is of little use. A partial frequency-direction spectrum is immensely preferred over a spectrum with no directional information. Furthermore, these devices are compact and relatively simple to deploy. In complex bathymetry or in highly variable wave fields near solid structures, they are among the most reliable direction-sensing devices in existence.

26. An improvement to these gages, developed by Cartwright and Smith (1964), is an articulated (cloverleaf) buoy which is able to estimate three components of sea surface curvature as well as heave, pitch, and roll. This buoy’s directional distribution resolving ability is improved because six properties of the sea surface are measured instead of the three used in the simpler gages. It is able to resolve peak energy directions quite well and angular spreads of about 60 deg. If energy is spread over angles of less than 60 deg, the spread is not well resolved. For example, it could not distinguish very well the different cases in the experiments by Vincent and Briggs (1989), and Kaihatu and Briggs (in preparation). However, resolution of the cloverleaf buoy is better than that of the simpler gages, and it provides a hint of the true spread of a natural sea.

27. This property of the cloverleaf buoy led to a series of measurements reported by Mitsuyasu et al. (1975) at various sites near Japan. From
five observations (only two in shallow water), they estimated the constants related to a series of hypotheses on the directional structure of natural wind-driven seas. Their intent was to provide guidance for using sea state models in engineering design. As a result, their work is among the most frequently referenced in this regard. However, they did not make enough measurements to estimate a wave climate in shallow water; and their conclusions were based on measurements with an intermediate-resolution directional gage. It remains to be seen whether their results are universally applicable, i.e., true at other shallow-water sites, valid in all wave climates, and verified by measurements with a higher resolution directional gage.

Gage Arrays

28. High-resolution directional gages almost all rely on synoptic observations of sea surface displacement at many points in space. This sampling requirement is analogous to the resolution of frequency spectra by the measurement of sea surface displacement at many points in time (e.g., a time series from a wave staff). Simultaneous observations from a spatial array of sea surface sensors enables the spatial properties (i.e., directionality) of a wave field to be determined from the measured sea surface topography. Note that this method does not require any particular knowledge of a relation between wavelength and wave period. If the time series analog is followed exactly, then one must measure as many points in the wavelength of a wave train as one measures in time divisions of the period of a wave train. For example, if a time series collects 20 samples per period of a given wave, then a spatial array must sample a grid of 20 points on a side (since there are 2 horizontal coordinates) which covers the wavelength of the wave. Requiring a total of 400 gages, this condition is normally beyond practical application.

29. This principle was applied once in an experiment called the Stereo Wave Observation Project (Cote et al. 1960). Stereo photographs of the sea surface were made from low-flying aircraft, and the resulting images were analyzed using topographic techniques. Sea surface elevations were then discretized in a 60- x 90-element grid for an effective 5,400 gage positions. At great expense and effort, one high-resolution directional spectrum was
determined in this way. Though the technique works, it is not practical for daily observations over an extended period.

30. An alternative is to use fewer gages, use what is known of wave behavior, and construct estimation algorithms to compute directional spectra from a (relatively) sparse number of sea surface measurement points. This method uses a practical number of gages (usually around 10 wave staffs or pressure sensors) deployed with intergage spacing tuned to resolve the range of wavelengths expected at a given site. These are called spatial arrays (since they are distributed in space), phased arrays (since they determine direction by phase differences in passing wave forms), or just arrays. Criteria for optimum spacing, layout, and data analysis from gage arrays have been described by Barber (1961); Davis and Regier (1977); Donelan, Hamilton, and Hui (1985); and others. Such arrays can give higher directional resolution than the simpler gages described previously because they measure more properties of the sea surface and their gage elements can be positioned for optimum response to a wave field given the input requirements of the data analysis algorithm used.

31. Array gages cannot be used everywhere. One practical limitation is that a number of gages must be operating simultaneously. The set of gages therefore requires rather constant monitoring and attention. Another is that the wave field must be uniform (i.e., have the same basic statistics) throughout the area covered by the array. This condition is not expected in regions of irregular bathymetry or in regions of high reflectivity (near structures).

32. There is a wealth of literature on the topic of spatial arrays. The bulk of it deals with theoretical considerations of array design, analysis algorithms, and field tests of particular configurations. One of these schemes is described in more detail below. For the purpose of this introduction, the interest is in reports of long-term observations which provide guidance in high-resolution characteristics of nearshore seas.

33. Such observations are scant, especially in inshore waters. Long-term oceanic observations are nonexistent. Donelan, Hamilton, and Hui (1985) performed a 14-month experiment using an array of 14 wave staffs in 10-m water depth at the southern end of Lake Ontario. Their primary interest was in the evolution of wind-generated wave fields, so they collected wave data only when local winds were changing significantly. The resulting set of eighty-four 1-hr observations did not constitute a complete wave climate. Furthermore, the
maximum fetch was 300 km so that wind waves and swell from distant generating areas (as would occur in an oceanic environment) were not present. Thus, while this work is invaluable for studies of local wind wave generation dynamics and for some measure of the climate in a bounded (lake) environment, it does not satisfy the need for oceanic observations.

34. In summary, it is intuitively, theoretically, and experimentally known that detailed directional characteristics of waves incident to shallow, nearshore waters are fundamentally important to coastal processes affecting any engineering endeavor undertaken. Aside from some valuable but shadowy hints of the bulk directional distribution statistics of wind wave energy, there are insufficient direct observations of these distributions to guide an engineer in project design.

**Measurement Program**

35. To help alleviate this dearth of knowledge, a program was begun in September 1986 to collect and analyze high-resolution directional wave data at CERC's Field Research Facility (FRF) located near the middle of Currituck Spit, just north of the village of Duck, NC (Figure 1). The intent was to create a long-term database, augmented by the ongoing climatological measurements at the FRF, which would provide a detailed picture of the statistics and dynamics of wave fields incident at that site.

36. The FRF was chosen as the site for several reasons. It is representative of many coastal sites characterized by (a) broad continental shelf, (b) relatively mild bottom slope, and (c) reasonably uniform longshore topography. These properties also make the site ideal for measurements with a high-resolution spatial array gage. The mild sloping bottom substantially dissipates wind waves so that attention can be focused on waves arriving (or attacking) from seaward. The angular viewing window can thus be reduced from the full 360-deg circle required in deep water or near a reflecting structure to the 180-deg half-circle of incoming wave directions. Further, the FRF's permanent staff and computing facilities can be used to monitor, maintain, and error check the directional gage on a day-to-day basis to minimize data losses from the myriad problems that can plague field data collection.

37. The site does not represent all possible coastal sites, so the detailed results are not expected to be universal. Results from this site are
Figure 1. FRF location and offshore bathymetry
expected to be indicative of wave climates inshore of broad, shallow continental shelves. This type of bathymetry is common on the US east coast and in the Gulf of Mexico. It is less common on US coasts of the Pacific Ocean.

38. This report is based on data from the first year of the measurement program. It is a preliminary evaluation of some statistical properties of well-resolved, directionally distributed wave energy. Primary emphasis is on the distribution of bulk or overall directional spread, its relation to conventional sea state parameters, and its use in characterizing detailed wave energy directional distributions. These data have been archived for additional study, and they can be used to upgrade existing numerical and physical models of nearshore processes so that, by higher fidelity representations of natural seas, a truer estimate of structural and nearshore responses will be obtained.
PART II: NOTATION AND SEMANTICS OF DIRECTIONAL SPECTRA

39. A system of notation is necessary to communicate ideas and organize data for use in mathematical models and computer-controlled physical models. This notation applies to wave energy spectra, corresponding sea surface descriptions, and their interrelationships. Since several types of spectra were mentioned in the introduction, a graphic display is useful so the reader can picture what the notation means. In this section a (conventional) notation is defined, and some pictorial examples of wave spectra are presented.

Review of Basic Definitions

40. The basis for all analysis used in this report is linear (or Airy) wave theory. Its properties are described and further references given in the SPM (1984). In this theory, a complex wave field is approximated by a number of individual wave components or trains. Each wave train is a simple sinusoidal displacement of the sea surface from a reference (still) water level propagating in one direction along a horizontal plane with a certain speed. If \( \eta \) is the water surface, \( x \) and \( y \) are horizontal coordinates, and \( t \) is time, a single wave train can be represented by

\[
\eta(x,y,t) = a \cos(2\pi ft - kx \cos \theta' - ky \sin \theta' + \phi)
\]  

(1)

where, relative to a straight reference coastline,

- \( x \) = shore-normal coordinate, originating at sea and increasing toward land
- \( y \) = longshore coordinate, increasing to the right of an observer looking seaward
- \( a \) = wave amplitude or half the wave height in linear theory
- \( f = \frac{1}{T} \), wave frequency with

\* For convenience, symbols and abbreviations are listed in the Notation (Appendix B).
\( T = \text{wave period} \)
\( k = 2\pi / L \), \text{radian wave number with} \( L = \text{wavelength} \)
\( \theta' = 2\pi \theta / 360 \), \text{direction (in radians counterclockwise from the negative x-axis) from which waves are coming} \( \theta = (\text{the same}) \) \text{wave direction in degrees} \( \phi = \text{initial phase or location in the wave cycle at some fixed point in space and time} \)

41. Wherever possible in this report, wave direction will be given in degrees; therefore, the variable \( \theta \) will be used. Conversion to \( \theta' \) is only necessary in arguments of trigonometric functions.

42. In linear theory, wave number \( k \) is uniquely related to frequency \( f \) for a given water depth. The formula is known as the dispersion relation and is given by

\[
4\pi^2 f^2 = gk \tanh kd
\]

where \( g \) equals acceleration as a result of gravity, and \( d \) equals water depth.

43. Though there are many variables involved in Equations 1 and 2, most are known or can readily be computed. Generally, for a given depth of water, a complete description of the sea surface and all the other properties of a single wave train are known if the variables \( a \), \( f \), \( \theta \), and \( \phi \) are specified. In particular, the mean wave energy per unit crestlength \( E \) available to do work (on a beach or structure) can be found. It is given by

\[
E(f, \theta) = \frac{1}{2} \rho g a^2
\]

where \( \rho \) equals water density (mass per unit volume). In the ocean, the factors \( \rho \) and \( g \) vary by less than 3 percent. It is conventional to drop them from expressions which refer to energy (as in spectral formulations) with the understanding that they are to be reintroduced when actual energies are computed. This abbreviated expression for mean wave energy per unit crestlength has units of length squared and is given by
The expression on the right is more formally known as the variance per unit crestlength of the water surface displacement. Thus, Equation 4 is sometimes called the sea surface variance. It is still proportional to the energy, as shown.

44. The energy represented by Equation 4 does not expressly depend on frequency, direction, or phase, just amplitude. Frequency and direction are retained (as arguments) on the right side of the equation for two reasons. First, when more than one wave train is present, energy is said to be distributed in the frequency-direction domain. More general expressions of energy will have frequency and direction appear on the left side of the equation. Second, for a numerical or physical model to simulate a sea, the amplitude can be found (if the energy is known) from Equation 4, but frequency and direction must be known for Equation 1 to be complete.

45. Phase $\phi$ does not appear in the energy definition because energy is an average over one wave cycle. Hence, phase information is not usually represented in energy spectral representations. In applied modeling of linear wave fields, phases are typically assigned random values from the range 0 to 360 deg (or 0 to $2\pi$ radians).

46. A real sea, in terms of linear theory, is the sum of many wave components, all having a form like the right side of Equation 1 but with different amplitudes, frequencies, and directions (and phases). It is convenient to consider frequency and direction in discrete terms. For either frequency or direction, one can divide the full range of values into a number of increments (or bands) of finite size and assign any property within a given band to the frequency or direction at the center of the band. This discretization is convenient for bookkeeping (i.e., computer storage or data plotting) and is a consequence of conventional harmonic analysis which forms consistent patterns in the way data are communicated. Since the increments can be made arbitrarily small, this leads to no theoretical loss of
generality. The only restrictions are hardware limitations of measuring and analyzing real data.

47. To discretize frequency, the full range of frequencies of interest (herein those associated with wind waves) is divided into a number \(N\) of increments of size \(df\). If \(f_n\) is the center frequency of the \(n^{th}\) increment, any wave having a true frequency in the range \(f_n - \frac{1}{2}df < f < f_n + \frac{1}{2}df\) is considered to have the frequency \(f_n\) as an approximation. Direction is discretized in the same way. The range of directions of interest (-90 to +90 deg for incident waves near a coast) is divided into a number \(M\) of small arcs of size \(d\theta\). A wave with a true direction in the range \(\theta_m - \frac{1}{2}d\theta < \theta < \theta_m + \frac{1}{2}d\theta\) is assigned the approximate direction \(\theta_m\), where \(\theta_m\) is the center direction of the \(m^{th}\) arc.

48. Within this type of frequency-direction coordinate system, it is relatively simple to write a formula for a complex sea with several contributing wave trains. As an extension of Equation 1, it takes the form

\[
\eta(x,y,t) = \sum_{n=1}^{N} \sum_{m=1}^{M} a_{mn} \cos(2\pi f_n t - k_n x \cos \theta_m - k_n y \sin \theta_m + \phi_{mn}) \tag{5}
\]

where

- \(N\) = number of frequency components
- \(M\) = number of direction components
- \(a_{mn}\) = wave amplitude corresponding to frequency \(f_n\) and direction \(\theta_m\)
- \(f_n\) = center frequency of the \(n^{th}\) frequency band and defined by
  \[
f_n = f_1 + (n - 1)df \quad \text{for} \quad n = 1, 2, \ldots, N, \quad \text{with} \]
  \[
f_1 = \text{center frequency of the first frequency band (typically near 0.05 Hz for wind waves)}
\]
  \[
f_N = \text{center frequency of the last frequency band (typically near 0.3 Hz for wind waves)}
\]
- \(k_n\) = wave number corresponding uniquely with \(f_n\) for a given depth \(d\) through Equation 2
- \(\theta_m\) = center direction of the \(m^{th}\) direction arc and defined by
  \[
\theta_m = \theta_1 + (m - 1)d\theta \quad \text{for} \quad m = 1, 2, \ldots, M, \quad \text{with}
\]
\[ \theta_1 = \text{center direction of the first direction arc (typically near -90 deg for the coordinate system defined above)} \]

\[ \theta_M = \text{center direction of the last direction arc (typically near +90 deg for the current coordinate system)} \]

\[ \phi_{mn} = \text{initial phase of the wave train associated with the n}^{\text{th}} \text{ frequency and m}^{\text{th}} \text{ direction} \]

49. With this type of bookkeeping, a real sea can be characterized by a finite (but arbitrarily large) number of wave components. With \( N \) frequencies and \( M \) directions, there is a total of \( M \times N \) components. A simple way to archive or plot this information would be to store the two one-dimensional arrays of frequency \( f_n \) and direction \( \theta_m \) and the two two-dimensional arrays of amplitude \( a_{mn} \) and initial phase \( \phi_{mn} \). This procedure would completely define the sea surface and all other wave field properties to the accuracy of linear wave theory and to the resolution of the discretized frequencies and directions.

50. However, the interest here is in wave energy. Because of the discretized frequencies and directions, the energy of a wave train at frequency \( f_n \) and direction \( \theta_m \) is simply proportional to

\[ E'(f_n, \theta_m) = \frac{1}{2} a_{mn}^2 \]  

as in Equation 4 for a single component wave train. When multiplied by (the nearly constant) \( \rho g \), Equation 6 gives the (ultimately desired) mean wave energy per unit wave crest for this wave component.

51. Though expressed at a particular frequency and a particular direction, Equation 6 actually represents the energy of all waves that have frequencies in the small frequency band \( df \) centered on \( f_n \) and directions in the small arc \( d\theta \) centered at \( \theta_m \). In results from a variety of experiments, the frequencies and directions can be (and usually are) discretized in different-sized frequency bands and direction arcs. If various step sizes are used in data from the same experiment, i.e., from the same wave field, a variety of energies will be obtained by Equation 6 because more or less of the frequency and direction domain is included in each energy estimate. This effect is eliminated if the energy measure of Equation 6 is divided by the product of \( df \) and \( d\theta \). The result tells how densely energy is concentrated
per unit of frequency and direction and makes it possible to compare results from various experiments. This entity is known as the frequency-direction spectral density of wave energy or, more simply, the frequency-direction \((FD)\) spectrum denoted by \(S(f_n, \theta_m)\), and defined by

\[
S(f_n, \theta_m) = \frac{\frac{1}{2} a_{nm}^2}{df \cdot d\theta}
\]  

(7)

52. The left side of Equation 7 is often abbreviated as \(S(f, \theta)\) where the subscripts \(m\) and \(n\) have been dropped from the arguments, suggesting an approximation of a continuous function.

53. The result expressed by Equation 7 is still proportional to wave energy per unit crestlength for a region of the frequency-direction domain of dimensions \(df\) and \(d\theta\) from a given experiment since \(df\) and \(d\theta\) are the same everywhere in the domain. The conversion from spectral density to energy is multiplication of the elements of Equation 7 by \(\rho g \cdot df \cdot d\theta\).

54. Generally, energy is found from larger or smaller areas in the frequency-direction domain by adding (integrating) elements (or partial elements) over the region of interest. In particular, one can obtain the conventional frequency spectrum (resulting from measurements at a single point in space and from which the JONSWAP, TMA, etc., models have been derived) from the frequency-direction spectrum by summing Equation 7 over all direction contributions times the incremental arc \(d\theta\) for each frequency. Denoting the frequency spectrum by \(S(f_n)\), the result becomes

\[
S(f_n) = \sum_{m=1}^{M} S(f_n, \theta_m) \ d\theta
\]  

(8)

55. This equation gives a measure of the total wave energy in each frequency increment where contributions from all wave directions are included. The frequency spectrum can be considered as a frequency-direction spectrum with the lowest possible directional resolution (none) where the "incremental" arc length is the full 360 deg of possible wave directions. The left side is often abbreviated as \(S(f)\). Since this definition is derived from an integration of \(S(f, \theta)\), it can be called the integrated frequency spectrum (IFS).
56. Where the full frequency-direction spectrum is known, one can compute another useful entity known as the direction spectrum. A direction spectrum is a measure of the total wave energy from each direction where the total is found by adding the contributions from each frequency band for a given direction arc. The direction spectrum is denoted by \( S(\theta_m) \) and is computed by

\[
S(\theta_m) = \sum_{n=1}^{N} S(f_n, \theta_m) \, df
\]  

57. The direction spectrum is a relatively new entity, primarily because there are so few observations of the complete frequency-direction spectrum that it has not been computed. It is extremely useful for characterizing the bulk properties of an energy distribution where contributions from all frequencies, not just a particular frequency, are considered. The symbol on the left of Equation 9 is often abbreviated as, simply, \( S(\theta) \). Since it is derived from an integration of \( S(f, \theta) \), it can be called the integrated direction spectrum (IDS).

Some Fundamental Bulk Parameters

58. Total energy of a wind wave field is proportional (by the factor \( \rho g \)) to the volume under the frequency-direction spectrum. This is an important parameter with which to characterize any wave field. It is commonly expressed in the form of a characteristic wave height \( H_{mo} \). This parameter is derived from the fact that the volume under a frequency-direction spectrum (sometimes called the zeroth moment, hence the subscripts "mo") is identically the variance of sea surface displacement, having dimensions of length squared. The square root of this is the standard deviation of sea surface displacement. Under the assumption of a Rayleigh distribution of wave heights, the average height of the highest one-third waves is nearly four times this standard deviation. Whether or not the Rayleigh distribution approximates the wave field everywhere, four times the sea surface standard deviation has come to be regarded as a characteristic parameter of a wave field. Formally, \( H_{mo} \) is derived as
\[ H_{\text{mo}}^2 = 16 \sum_{n=1}^{N} \sum_{m=1}^{M} S(f_n, \theta_m) \, df \, d\theta \]  

(10)

59. Either of the two sums in Equation 10 can be replaced by the corresponding single sums that define \( S(f_n) \) or \( S(\theta_m) \). Equivalent alternative definitions for \( H_{\text{mo}} \) are, therefore,

\[ H_{\text{mo}}^2 = 16 \sum_{m=1}^{M} S(\theta_m) \, d\theta \]  

(11)

and

\[ H_{\text{mo}}^2 = 16 \sum_{n=1}^{N} S(f_n) \, df \]  

(12)

Equation 12 is the conventional definition, arising from the more commonly observed frequency spectra computed from a time series of observations at a point in space.

60. Two other common parameters are characteristic frequency and characteristic direction for a given sea state. These are typically associated with the frequency and direction at which the most energy is concentrated, corresponding with peaks in the spectra. The symbol \( f_p \) is used to denote the frequency at which a spectrum has a maximum in energy density. Both the frequency spectrum \( S(f) \) and the frequency-direction spectrum \( S(f, \theta) \) usually have peak frequencies, but they may not be the same. If a frequency-direction spectrum has a narrow directional spread at one frequency and a broad spread at a second frequency, the peak of the frequency-direction spectrum would be at the first frequency. When summed over all directions, however, the total energy at the second frequency may be greater. In this case, the integrated frequency spectrum would have a peak at the second frequency. To distinguish the two in notation, additional subscripts are added. Thus, \( f_{p,\text{FD}} \) equals frequency at the peak of the frequency-direction spectrum \( S(f, \theta) \); and \( f_{p,\text{IFS}} \) equals frequency at the peak of the integrated frequency spectrum \( S(f) \). The latter measure is the conventional definition deduced from a time series at one point in space.

61. In the same sense, the symbol \( \theta_p \) (peak direction) denotes the direction at which there is a maximum in energy. Conflict can occur here between peaks in the direction spectrum \( S(\theta) \) and the frequency-direction spectrum \( S(f, \theta) \). The two peak directions are distinguished by the notation
$\theta_{p,FD}$ equal to direction at the peak of the frequency-direction spectrum $S(f, \theta)$, and $\theta_{p,IDS}$ equal to direction at the peak of the integrated direction spectrum $S(\theta)$.

62. Note that the letter "S" has been used to represent spectral density in general, and the arguments inside the parentheses dictate which spectrum is being referenced. That is, $S(f, \theta)$ denotes the frequency-direction (FD) spectrum, $S(f)$ is the (conventional) integrated frequency spectrum (IFS), and $S(\theta)$ is the integrated direction spectrum (IDS).

Some Illustrated Examples

63. To form an image of these spectra, Figure 2 shows four examples of wave energy distribution. Three are contrived for illustration purposes, and one is from a real wave field for comparison.

64. Figure 2a illustrates the energy of a single wave train, i.e., a monochromatic, unidirectional sea as might be represented by Equation 1. The picture has three parts, a base, and what appear to be two walls rising perpendicular to the base at its back edges. The base contains a grid which represents the direction (labeled on the front right edge of the base) and frequency (front left edge of the base) coordinates. The grid spacing is $d\theta = 2$ deg along the direction axis and $df = 0.00974$ Hz along the frequency axis. (These numbers were not chosen to confuse the reader but are the resolution direction and frequency increments used in the analysis described later in this report.)

65. Elevations above this base grid form a three-dimensional picture of $S(f, \theta)$. For a single wave train, this appears as a spike at the frequency and direction (roughly, $f = 0.17$ Hz and $\theta = 45$ deg) of the wave train. (Graphics packages notwithstanding, it should formally appear as a rectangular solid with vertical walls and a top and base both of dimensions $df \times d\theta$.) Values of zero exist at all other grid locations. The volume under the spike, $S(0.17$ Hz, 45 deg)$ \cdot df \cdot d\theta$, is half the squared amplitude of the wave train, following Equation 7, which is proportional to the wave energy, following Equation 3.

66. If the frequency-direction spectrum of Figure 2a is summed over all directions for each frequency, the frequency spectrum is obtained, as in Equation 8. This is shown as the vertical appearing panel at the right rear
a. Monochromatic, unidirectional

b. Irregular, unidirectional

c. Monochromatic, directionally spread

d. Real sea state

Figure 2. Examples of frequency, direction, and frequency-direction spectra
of Figure 2a. Since there is energy at only one frequency in the frequency-direction spectrum, there is energy at only one frequency in the frequency spectrum and the spectrum appears as a spike. (Again, it should be a rectangle of width df.) All direction information is lost, but its cumulative contribution has been accounted for. In this case, the area under the frequency spectrum, \( S(0.17 \text{ Hz}) \cdot df \), is half the squared amplitude of the wave train.

67. The direction spectrum for this case is shown in the vertical appearing panel at the left rear of Figure 2a. It is found by summing the frequency-direction spectrum over all frequencies for each direction, as in Equation 9. As with the frequency spectrum, there is energy from only one direction, so the direction spectrum is also a spike (i.e., rectangle of width \( d\theta \)). The area under this curve, \( S(45 \text{ deg}) \cdot d\theta \), is again half the squared amplitude of the wave train.

68. The unidirectional, monochromatic case is the simplest example of the different spectral types. A more complicated sea can be constructed or represented by simply adding more spikes (rectangular solids) with various amplitudes and at various frequencies and directions to the frequency-direction spectrum.

69. Figure 2b illustrates a case where energy is distributed in frequency but not in direction. This unidirectional, irregular sea is represented by a series of spikes along a line of constant direction (here, again, about 45 deg). The volume under a spike, proportional to the wave energy at the frequency and direction where the spike is located in the grid, can be considered as half the amplitude squared of a wave train having that frequency and that direction. The energy distribution shown in Figure 2b is a JONSWAP (frequency) spectrum as described by Hasselmann et al. (1973) which has been assigned here to a particular direction. When summed over all directions, the result is the frequency spectrum shown in the right rear vertical panel. Since the directional distribution has a width of only one incremental arc, the frequency spectrum is simply a shadow of the frequency-direction distribution. Note that this is not the case in general; the frequency spectrum is the integral with respect to direction of the frequency-direction spectrum.

70. The direction spectrum of Figure 2b, shown in the left rear vertical panel, is simply a spike because all the energy is concentrated in
one direction. The area under this spike is equal to the volume under the frequency-direction spectrum. To add interest, this spectrum has the same $H_m$, peak frequency, and peak direction of Figure 2a.

71. If the energy is distributed in direction but not in frequency, a shape like Figure 2c results. In this instance, the waves come from several directions, but all wave trains have a frequency falling in the frequency band centered at about 0.17 Hz. Waves with the highest amplitudes (and highest energy) are coming from a direction of about 45 deg, so the peak direction in this case is the same as for the two prior cases. The frequency spectrum is simply a spike centered at about 0.17 Hz since all the energy is concentrated near this frequency. The direction spectrum shows the total energy in the frequency-direction spectrum in each direction arc. It shadows the main distribution because the main distribution is only one frequency band wide. The shape shown is one member of a class of functions used by Mitsuyasu et al. (1975) to characterize their data. Here again the frequency-direction spectrum has the same $H_m$, peak frequency, and peak direction as the previous two cases.

72. If real seas were as simple as these three cases, it would be straightforward to determine their character. That this is not the case is demonstrated in Figure 2d, which shows a frequency-direction spectrum of a real sea state obtained in the present measurement program. Here, wave energy is distributed in both frequency and direction. The figure shows two distinct groupings of wave energy. In the foreground is a wave field in the early stages of wind generation. It has a distinct peak at frequency 0.17 Hz and direction 45 deg. Energy drops rapidly toward low frequencies and tails off more gradually at high frequencies; a clear directional spread is evident at all frequencies. Behind this primary distribution is another, lesser concentration of energy centered at a frequency of approximately 0.08 Hz and a direction of approximately -30 deg. These low-frequency waves are evidently swell waves from some distant disturbance arriving from a finite range of directions different from the wind sea part of the spectrum.

73. The integrated frequency spectrum of Figure 2d shows the net frequency distribution for both wind sea and swell. The main, wind sea part looks somewhat similar to the JONSWAP curve shown in Figure 2b, indicating that existing models for frequency spectra are capable of approximating real seas reasonably well.
The integrated direction spectrum of Figure 2d shows the net directional distribution. Distinct peaks for sea and swell can be seen here as well. The primary wind sea has energy spread over a range of approximately 90 deg with most energy (say, values above about half the primary peak) spread over at least 40 deg. It appears that this can be approximated, more or less, by the distribution model shown in Figure 2c. However, a detailed look at the frequency-direction spectrum shows that the directional distribution is different for each frequency. Distributions at some frequencies have more than one peak. That is, real waves can be attacking a beach or coastal structure simultaneously from many directions and frequencies.

All examples shown in Figure 2 have the same $H_{mo}$, peak frequency, and peak direction. It should be clear that an enormous variety of real sea states is possible for fixed values of these parameters. This means that, while these parameters are important in sea state description, they do not define a sea completely. There are further characteristic properties that must be resolved.

The important point here is that the frequency-direction spectrum is a compact form of bookkeeping which illustrates the energy distribution of a wave field. It is a simple extension to one additional dimension of the conventional way in which frequency spectra are considered. The frequency-direction spectrum can be used to reconstruct a realistic sea in numerical and physical models using the equations given; that is, there is an elemental volume of the frequency-direction spectrum for each of the frequency-direction grid intersection points. Using Equation 7, a wave amplitude can then be assigned for each of the discretized frequencies and directions. If an initial phase is chosen at random for each resulting wave train, Equation 5 along with Equation 2 can be used to simulate observed seas in models.
PART III: MEASUREMENT SCHEME

Measurement Site

77. For the long-term climatology of directionally distributed waves to be useful, the conditions under which data were collected must be known. This section gives a brief description of the measurement site, the directional gage, and some important aspects of data treatment.

78. As shown in Figure 1, the coastline in the vicinity of the FRF is nearly straight for several tens of kilometres north and south. It is oriented such that the shore-normal direction (facing seaward) is very nearly 70 deg from true north. Waves and onshore winds can approach this site along an easterly 180-deg arc from 340 to 160 deg relative to true north.

79. The adjacent continental shelf is roughly 100 km wide, being narrower to the south where Cape Hatteras, NC, juts eastward. The direction of the nearest approach of the 100-m isobath (roughly, the shelf break) is 10 to 15 deg south of east and is about 80 km distant. A characteristic bottom slope for the shelf is 1 m per kilometre. At a finer scale, the bathymetry is marked by numerous features of 1- to 10-km horizontal scales and 10-m vertical scales scattered in an irregular fashion across the shelf. Waves with periods near 10 sec begin to be influenced by the bottom at depths of 100 m. Considerable refraction of wind waves propagating over this shelf is expected (see, e.g., US Army Engineer District, Wilmington 1980).

80. Within a few kilometres of the FRF, the bathymetry is more regular. A complex bar system exists within about 300 m of the shore (Birkemeier 1984), and waves and currents have created some irregular bathymetry in the immediate vicinity of the pier (Miller, Birkemeier, and DeWall 1983). Away from these regions, isobaths are nearly shore parallel. The bottom slope is nearly uniform at about 1 m per 500 m and is reasonably stable, as indicated by repeated surveys (Howd and Birkemeier 1987). Figure 3 illustrates the bathymetry over a region 600 m north to 600 m south of the pier and extending about 900 m offshore. Figure 3 also shows the coordinate system used to define wave direction and to which Equation 1 applies.

81. The site is subject to a variety of climate which gives rise to a broad diversity in directionally distributed wave energy. Typical wind and wave climate can be roughly classified as four basic types (Leffler et al.
Figure 3. FRF nearshore bathymetry and linear array location
1989). The first is low wind situations, where the wave field is characteristically low-frequency swell propagating in from distant storms in the open Atlantic Ocean. These waves typically arrive from the east to southeast.

82. The most common wave-generating winds are Northeasters which arise from either frontal passages or extratropical storms. Frontal systems typically arrive from the west to northwest and have a north-south to northeast-southwest orientation. Winds preceding a frontal passage are typically from the south to southwest. Few nearshore waves are generated because such winds are directed offshore so the regime is fetch limited. Following a frontal passage, winds typically come from the north to northeast. These winds actively generate waves and, if the front stalls near the warm Gulf Stream, considerable nearshore seas can build. Extratropical storms originate as cells of low atmospheric pressure south of the site along the south Atlantic coast. These storms tend to migrate northward along the coast, creating high winds from the east to northeast.

83. Less frequent but more intense wave generators are hurricanes, the fourth type of disturbance. These originate in the equatorial Atlantic, migrate west to northwest, and can make landfall on the Gulf and Atlantic coasts with very destructive winds and waves. Although several hurricanes have passed over or near the FRF since its founding in 1979, none did so during this study.

Physical Description of the Array

84. The high-resolution directional wave spectra obtained in this investigation are derived from two fundamental parts. The first is an array of sensors which sample sea surface displacement at several points in (horizontal) space. The second is the mathematical treatment of these data to obtain estimates of wave directionality. The two parts are coupled; gage positioning is tuned to optimize the effectiveness of the analysis algorithm.

85. The fundamental principle of operation is based on sampling a moving wavy surface with more than one gage. If a single gage samples this surface, no directional information is obtained; a time series from a single gage will not vary with wave propagation direction. If two, slightly separated gages are used, then a wave crest will generally be detected at one gage before it is detected at the other. The time difference for this wave crest
to move from the first gage to the second gives information about the direction the wave propagates. By harmonic analysis, these time series also give the wave frequency and, by the dispersion relation (Equation 2), an estimate of the wave number, the inverse of which yields the wavelength. The fractional part of the wave period measured by the time difference is proportional to the fractional part of the wavelength by which the crest lags in passing from one gage to the other.

86. With this information it is a matter of simple geometry to estimate wave direction. A crest in a wave train propagating perpendicular to the line between the two gages will reach both gages simultaneously so no time difference is observed. As angle of attack increases, the time difference grows (either positive or negative, depending on the sense of attack angle). Maximum time difference occurs when a wave train propagates along the line between the two gages. In this case the time difference equals the time for the wave to propagate (at its phase speed) the distance between the two gages. A more detailed description of this principle is given in Appendix A.

87. A direct extension of this principle is that, with a very large number of gages, the spatial equivalent of a discrete time series could be obtained. Then, high-resolution directional information could be found from a Fourier wave number transformation, in analogy with frequency transformation. This direct method is highly impractical, requiring hundreds, if not thousands, of gages; consequently, an indirect method has been developed. Theoretical considerations by various investigators, referenced below, indicate that reliable high-resolution directional estimation can also be done with a sparse array of gages, generally 4 to 10, which is much more practical.

88. The FRF array consists of nine pressure gages mounted 0.7 m off the bottom along the 8-m isobath to the north of the pier as shown in Figure 3. A tenth gage, located 5 m seaward of the array, exists to create a colocated Sxy gage. Since the main array is along a straight line, it is called a linear array. Its location offshore was determined by satisfying three constraints. First, it had to be outside the surf zone so that linear wave theory would be applicable. Inside the surf zone, bottom-induced steepening and breaking reduce the validity of linear theory. Second, it had to be in water shallow enough that pressure signals could be converted to surface displacement signals without excessive introduction of noise. High-frequency waves are most affected by this. The depth was chosen so that waves with frequency
0.32 Hz or lower could be resolved with reasonable accuracy. This frequency limit serves as a high-frequency cutoff for wind wave analysis. Third, it was necessary that the wave field be statistically uniform over the length of the array. The uniformity requirement meant avoiding any irregular bathymetry or wave reflectors that might focus wave energy selectively at one part of the array. This constraint was satisfied by placing the array well outside the nearshore bar system and also seaward and updrift (for the most common high energy waves) of the pier.

89. Within the array, each gage is powered by a 28-V power supply (grounds are common) located at the seaward end of the pier. Combined power and signal cables run from the pier to the array, with one cable serving two gages. Each pressure transducer is a Senso-Metric Model SP973(C), which has a pressure-sensitive diaphragm referenced to an evacuated cavity. Diaphragm displacement is sensed with a piezoelectric strain gage. Strain gage output is amplified so that 5-V analog output corresponds to full-scale pressure, which is 25 psi* relative to an internal, thermally compensated, electronically preset reference pressure of 14.70 psi. The internal diaphragm is coupled to environmental pressure through a silicon oil chamber behind a second, exposed diaphragm. A perforated copper cap containing copper wool protects the outer diaphragm from physical damage and inhibits biofouling. Signal wires lead back to the seaward end of the pier, to the landward end of the pier, and into the FRF computer room. Signals are electronically filtered with a 10-Hz, fourth-order, Butterworth filter, primarily to eliminate 60-Hz noise. Filtered signals are then passed through an analog-to-digital signal converter having 11-bit accuracy to a Digital Equipment Corporation VAX 11/750 computer for data acquisition and storage.

90. The manufacturer's stated accuracy for the pressure transducers is ±0.25 percent of full scale which corresponds to an accuracy of ±0.043 m of water in a static water column. Site calibrations, performed annually as well as before and after deployment, indicate a stable field accuracy of ±0.006 m for wave-induced fluctuations about a mean static water column height of 8 m, the nominal operating depth of these gages. The digitization step has a

* To convert pounds per square inch to Newtons per square metre, multiply by a factor of 175.1268.
similar value, being equivalent to 0.007 m of water for an 11-bit binary
discretization of the full-scale signal.

91. Spacing between the gages along the linear array appears irregular
in Figure 3 but is, in fact, distinctly specified by analysis requirements.
Minimum gage spacing is 5 m, and maximum spacing (the length of the array) is
255 m. These distances are associated with directional resolving ability for
waves with the shortest wavelength (highest frequency) and longest wavelength
(lowest frequency) of interest. The remaining gages are spaced more or less
so that unique multiples of the minimum spacing are distributed evenly up to
the length of the array (which is about 51 multiples of the minimum spacing).
With nine gages, there are 36 possible unique spacings. In this array, there
are some redundant spacings left intentionally for checking spatial homogeneity
of the wave field, but well over half of the 51 spacing increments are
present. These are distributed for optimum resolution of wind wave directions
in the frequency range 0.05 to 0.32 Hz.

92. It is not critical that the spaces are exact multiples of the
minimum spacing, but it is critical that gage locations are well measured.
Measuring was done by surveying the gage mounts (using a range pole which
protruded through the water surface and was held by an operator on the FRF's
Coastal Research Amphibious Buggy (CRAB)) with a Zeiss Elta-2 total station
referred to the FRF coordinate system (see Birkemeier and Mason 1984).
Accuracy of the total station and CRAB combination is ±0.03 m. Accuracy of
pole positioning is estimated to be ±0.15 m. The maximum directional error of
this array is ±3 deg, which occurs only if two minimum-spaced gages are used.
In normal analysis, a minimum of five gages is used. Spacing is such that
positioning errors result in a wave direction error of ±0.3 deg.

**Data Collection**

93. Data from the 10 pressure gages were sampled in groups called
collections. Each collection consisted of sequentially sampling the digitized
analog voltage from each gage every 0.5 sec (2 Hz). The A/D sampling sweep
rate was 10 kHz, so it took 0.001 sec to sample 10 channels. This introduced
a negligible phase shift between channel samples; i.e., the sampling was
almost instantaneous for the 10 channels. Time series length for each channel
was 16,384 points. At 2 Hz, this is a duration of 2 hr 16 min 32 sec. Raw
voltages were stored for each gage as four records of 4,096 points (34 min 8 sec). This record division was used later in data quality control.

94. A time line of satisfactory data collection start times is shown in Figure 4. Most of the first year's data collection coincided with routine daily FRF observations (Birkemeier et al. 1985) at 0100, 0700, 1300, and 1900 Eastern Standard Time (EST) under low-energy conditions. Additional daily collections at 0400, 1000, 1600, and 2200 EST occurred under high-energy conditions, defined as times when $H_{mo}$ at a reference gage exceeded a pre-defined level or when specifically prescribed by an investigator.

95. At the beginning of the collection year, during September and October 1986, the SUPERDUCK experiment (Crowson et al. 1988) was conducted. During this period, collections were timed with tidal extremes, and data were gathered for seven records of 4,096 points for each gage. These collections were processed by considering records 1 to 4 as one sample and records 4 to 7 as a second sample, even though the two samples overlapped by one record. This gave a closely spaced sampling of almost independent observations during SUPERDUCK.

96. Gaps in the data stream in Figure 4 are the result of several causes. Short gaps were caused mostly by computer downtime or gage wiring problems such as ground loops or loose connections. Longer gaps during SUPERDUCK were caused by problems associated with installing a new gage. Serious long-term data collection for this report did not begin until late in January 1987, so there is a 3-month gap following SUPERDUCK. For the remainder of the year, data coverage was good. A total of 1,046 frequency-direction spectra were measured.

Error Checking

97. Conversion of observed data to frequency-direction spectral estimates requires computing products of frequency spectra from the nine gages in the array. This means that data quality must be exceptionally high so that spiky or drifty data from one gage do not contaminate results in spectral multiplication with results from the other eight gages. Additionally, the linear array analysis programs are based on the hypotheses that the wave field is homogeneous along the array (i.e., the same wave trains occur at all gages) and stationary in time (e.g., does not go from a flat sea to a full-blown
Data Collection Start Times

September 1986

October 1986

November 1986

December 1986

January 1987

February 1987

March 1987

April 1987

May 1987

June 1987

July 1987

August 1987

Figure 4. Time line of satisfactory data collections
storm during a 2-hr collection interval). If these assumptions are violated, results are suspect. Hence, there are three measurement problems for which to check: malfunctioning gages, temporal non-stationarity, and spatial inhomogeneity.

98. A spatially inhomogeneous wave field is one where properties change substantially over some region of interest, in the present case over the length of the linear array. If wave direction differs from one end of the array to the other, the cross-spectra of signals between pairs of equally separated gages will be different. This condition arises because the time difference of wave forms passing one relative to the second of a pair of gages is directly related to wave direction. A preliminary examination of cross-spectral densities at redundant gage spacings under a variety of wave fields measured with the FRF linear array indicated no significant errors due to spatial inhomogeneity. Hence, it has been assumed in all subsequent analysis that wave conditions are homogeneous.

99. Of the remaining problems of malfunctioning gages and temporal non-stationarity, the former has been found to be the most severe. An error-checking computer program has been written to identify failed gages so they could be eliminated from further analysis. The error-checking principle employed is quite simple. Since multiple gages were deployed in an (assumed) homogeneous sea, certain statistical properties of data from each gage should be identical. Intercomparison of data from all gages can then reveal inoperative gages. Two types of properties were used. One was integral properties, requiring the summing of data values; the other was point properties, which examined extreme points in a set of time series.

100. Integral properties were mean value, standard deviation, skewness, kurtosis, and trend. The first four of these are conventional time-series parameters, defined in any statistics text. Trend is the difference of the end values of a straight line fitted through the data. It gives a measure of the bulk (low-frequency) rate of change of a measured property.

101. The procedure was to compute each of the integral properties for each of the four, sequential 4,096-point records for each gage in a collection. All 10 gages were used since the tenth gage was sensing virtually the same environment. Division into four records provided a sequence in time of these statistical properties. For each of the four records and for each property there were then 10 estimates of that property, one for each gage.
The median of the 10 estimates was used as a reference (except for skewness and kurtosis, for which the reference values were zero). Any estimate that deviated from the reference value by a preset amount was flagged by the computer on a printed output summary. The preset deviation comparators were found empirically by examining time-series records of malfunctioning gages for comparison with records from functioning gages. The comparators are not listed here because they apply to the set of gages used in this experimental setting and so are somewhat unique (however, the principle can be applied elsewhere).

102. To test for temporal stationarity, the standard deviations were used. The square of the standard deviation is the variance (pressure variance is related to sea surface variance) which is proportional to wave energy. So, if the pressure standard deviations were stationary, wave energy was expected to be likewise. To check for stationarity, the median standard deviations of the four records were intercompared. The median of these was used as reference in this test and as a scale of the collection as a whole. The criterion for stationarity was that no median standard deviation depart from this reference by more than 15 percent.

103. The integral parameters are good for information about a record or collection as a whole. However, if the data have a few isolated spikes or short duration offsets, these properties may not be obvious because of the smoothing effect of integration. Sharp changes in time-series data result in increased variances over broad regions in frequency spectra and so must be avoided if not real. To check for sudden changes at any point in collected data, the maximum and minimum values, maximum and minimum first derivatives, and maximum and minimum second derivatives were isolated from the full 16,384-point time series for each gage. Both dimensional and nondimensional forms were computed. Normalizing parameters were the time-step (0.5 sec in all cases) and the reference standard deviation from the stationarity check above. The medians of these point parameters were found from the set of 10 gages, and deviations were flagged as for the integral parameters above, also using empirically determined comparison criteria.

104. If one or more properties of a gage were flagged, that gage was not used in analysis. The analysis programs were written so that data from a subset of gages could be analyzed. The trade-off for fewer gages is a loss of directional resolution. Loss of some gages is more critical than others. For
instance, if either of the two gages with the smallest spacing is lost, results for high-frequency waves are severely compromised. In this case, no analysis was performed. If these two are not lost, then considerable directional information can be obtained with as few as five gages.

105. For the data set discussed in this report, there were never fewer than six functioning gages; most of the time there were eight. To estimate the effects of this, tests were performed with subsets of gages in two collections where all gages were operational. The tests indicated that the general features of the frequency-direction spectra were reasonably well represented by all the gage subsets used in the first year of collection. Some of the finer details of the spectra were changed in amplitude or in directional position so that, in refined studies of spectral structure, the pattern of operating gages needs to be considered.

106. To keep track of the set of operating gages, a parameter called the gage pattern was created for each collection. It is a nine-place character string which represents the linear array gages in order of placement. In each place in the string is an identifying number if the gage is functioning or a minus (-) sign if the gage was not used in analysis. This parameter is archived along with analysis results for future reference. In this report, all results are used where six or more gages were functioning, making optimum use of data obtained and providing a reasonably faithful first look at directional spectral structure.

**Directional Spectral Estimation**

107. For the gages in a collection that are retained for analysis after error checking, the next step is estimation of the directional distribution of energy. The computation is done in four parts: (a) Fourier transformation of time series to the frequency domain, (b) conversion of pressure spectra to sea surface variance spectra, (c) computation of cross spectra between all gage pairs for each frequency, and (d) estimation of a directional distribution that corresponds to the spatial variation in cross-spectral density for each frequency.

**Fourier transformation**

108. Fourier transformation is done by conventional methods. The 16,384-point time series for each gage is divided into 15 half-overlapping
segments of 2,048 points. Each segment is tapered with a Kaiser-Bessel window (a modified Bessel function of the first kind, compensated uniformly for loss of variance because of windowing) to reduce leakage. The segments are then fast Fourier transformed to the frequency domain. An intermediate-resolution transform is found by averaging the 15 transformed segments, frequency by frequency. Final resolution transforms are found by averaging results over 10 adjacent frequency bands. The final resolution bandwidth is 0.00976 Hz. Transform estimates are retained for 28 frequency bands ranging from band-center frequency 0.054 to 0.318 Hz, i.e., the wind wave frequencies of interest. Resulting degrees of freedom are at least 150 (assuming 8 contiguous segments and ignoring any gain from lapped segments) for which the Chi-square confidence limits are nearly Gaussian. They equal approximately ±19 percent at the 95-percent level and ±15 percent at the 90-percent level.

Conversion of pressure signals

109. Conversion of pressure signals measured near the ocean bottom to water surface displacement is done through the linear wave theory pressure response factor as described in the SPM (1984). It is a frequency-dependent function of water depth and gage elevation which provides the amplification necessary to compensate for attenuation of wave properties with depth. It is larger for high-frequency waves since the pressure signal of these waves attenuates more rapidly with depth. In 8 m of water, the factor ranges from about 1.05 for 0.054-Hz signals to about 13.1 for 0.318-Hz signals. Note that any noise in the higher frequency signals is also amplified by the larger factor. If the signal-to-noise ratio drops at these frequencies (as it does in low-wind conditions when the wave field is mostly relict swell), noise can become important and can contaminate the high-frequency parts of the spectra. This possibility needs to be considered in interpretation of results.

Computing cross spectra

110. Cross spectra are computed from products at corresponding frequencies of Fourier transforms of data from two different gages. They have two parts, called coincident and quadrature spectra. The two parts contain information about the products of the amplitudes of the Fourier transforms and the phase difference of a signal at one gage relative to a signal at the other. This phase difference contains wave directional information. At a given frequency, the cross spectra can be computed for all gage pairs. As mentioned above, there are 36 pairs possible with 9 gages. When the
cross-spectral values (at a given frequency) are ordered in terms of gage separation distance (called lag space), a pattern emerges that is interpreted for the directional distribution of all the waves at a given frequency. Since there are 28 frequencies (in this analysis), there are 28 sets of cross-spectral patterns to interpret. The pattern for any one frequency is considered independent of the pattern at any other frequency.

**Estimation of directional spectra**

111. Conversion of cross-spectral patterns in lag space to directional spectra is done with a statistical method known as Iterative Maximum Likelihood Estimation (IMLE). The IMLE method is a more accurate adaptation of a simpler method called Maximum Likelihood Estimation (MLE). Both methods are alternatives to the more conventional Fourier transformation of directional spectral wave numbers (the spatial equivalent of frequency transformation). Either MLE or IMLE is necessary because the gage array cannot be made long enough to sample adequately the longer wind waves.

112. In the MLE method, an empirical function is found to represent a directional spectrum that is nearly consistent with the observed cross-spectral patterns. The empirical function is found from a weighted sum of the cross-spectral estimates. The weights are required to minimize the effects of noise in cross spectra and give an optimum response in the vicinity of each discrete set of viewing directions. This scheme was first proposed by Capon, Greenfield, and Kolker (1967) for the analysis of seismic data. Davis and Regier (1977) describe the theory and application of the method to ocean wave data obtained from spatial arrays. A further application of the method to data from heave-pitch-roll buoys is derived by Oltman-Shay and Guza (1984). Details of the computational algorithms are given in these references.

113. The MLE method has two properties that make it less than optimum. One is that directional spectra from the MLE algorithm frequently do not recover observed cross spectra upon inversion of the algorithm. The other is that formal estimates of error (confidence intervals) for MLE spectral estimates are computationally prohibitive for routine use and not necessarily reliable.

114. In the first problem, Davis and Regier (1977) noted that if the MLE directional spectral estimate is inverted to obtain the cross spectrum, the observed cross-spectral matrix is not recovered exactly. They performed tests with simulated data in a six-gage array. They found that energy
estimates from the MLE estimate differed from the true spectrum by about 20 to 40 percent at high-energy directions in the true spectrum when the true spectrum had a finite spread (the method was nearly perfect for unidirectional waves). An improvement for this problem was proposed by Pawka (1982, 1983), who argued that a correction term could be added to an MLE estimate for each viewing direction. The magnitude of the correction term was determined from the difference between the observed cross spectrum and the cross spectrum resulting from inversion of the MLE estimate. Adding the correction term to the existing result provides a new MLE estimate of the directional spectrum. Since this system is transcendental, a further correction can be found by inverting the new MLE estimate and comparing the result to the observed cross spectrum. This process is repeated until the differences are minimized. Since it is iterative, this method is known as Iterative Maximum Likelihood Estimation (IMLE). Details of IMLE are described by Pawka (1982, 1983) and summarized by Oltman-Shay and Guza (1984). This algorithm was used to process the data described in this report.

115. The problem remains of confidence intervals for final frequency-direction spectra. In contrast to the MLE method, there is no formal estimate of error for the IMLE method. One might use a formal error computation from the MLE method as a crude estimate of error in the IMLE method. However, such error estimates are only measures of statistical noise and, while of value, are not complete. Errors also occur because of interrelationships imposed by the IMLE algorithm between a true directional distribution and a specific array geometry. This algorithm is nonlinear, so it is difficult to compute a general error estimate from any type of linear analysis; each true directional distribution can have its own unique error distribution.

116. Perhaps the best approach to this problem is to conduct a series of tests using simulated, but realistic, directionally distributed wave energy. The assumption is made that real directional distributions close in shape to the simulated cases have similar error distributions and so give an indication of the verity of the IMLE method. Results of such tests are reported by Pawka (1983). Several hundred spectra, having one or two directional peaks of varying widths, were employed in this test. A five-gage array was used. Typical results were that errors using the IMLE method were about 13 percent of the errors from the MLE method for unimodal (single peaked) directional distributions and about 1 percent for bimodal distributions. This
error reduction indicates a substantial advantage of the IMLE method. When ensembles of 16 artificial cross spectra with random noise (to simulate field data) were tested, the IMLE method was typically 4 to 20 times more accurate than the MLE method. In no case were the general features of the true spectrum misrepresented using the IMLE method.

117. This is not formal proof that IMLE works in all possible cases, but the tests lend substantial confidence that the estimates obtained do represent underlying true spectra faithfully. Since the FRF array has nine gages (instead of five used in Pawka’s tests) and measured spectra have more than 150 deg of freedom (compared to 32 in the tests), it is expected that the quality of results reported here are better than the test results.

118. One important property of IMLE is that results for spectra with broad spreading are characterized by obvious but relatively minor fluctuations about the true spectral distribution. This behavior means that all maxima and minima in a measured directional spectrum are not meaningful separators of individual wave trains. A deep minimum between two adjacent maxima is more meaningful. This distinction is important in interpreting observations, especially in analysis of modes (multiple peaks in directional distributions) as discussed in Parts V and VI.

**Working Data Base**

119. Computational output from the IMLE algorithm is a discrete directional spectrum of wave energy (sea surface variance) for each of the 28 frequencies in the cross-spectral estimates. The direction increments vary between frequencies because directional resolution is frequency dependent. The higher frequency (shorter wavelength) waves are better resolved because more of these wavelengths are represented by the length of the linear array. Output direction increments vary from about 0.5 deg for 0.318-Hz waves to about 3.5 deg for 0.054-Hz waves.

120. It is convenient to have direction increments the same for all frequencies so that a regular array can be used to represent the full frequency-direction spectrum. As a trade-off between the two resolution extremes, directional results were integrated over 2-deg arcs and renormalized with this direction increment to create evenly spaced directional spectra at all frequencies. This computation resulted in 90 direction arcs (91 arc center
directions) to represent the full 180-deg looking window of the linear array. The frequency-direction spectrum \( S(f_n, \theta_m) \) is then a matrix of \( 28 \times 91 \) elements. This matrix is the final discretized representation of a given observed sea state. It can contain up to \( 2,548 \) wave trains. Along with the date, start time, gage pattern, and mean depth, this is a complete set of information to characterize the desired energy distribution properties, including the integrated frequency spectrum \( S(f_n) \) from Equation 8 and the integrated direction spectrum \( S(\theta_m) \) from Equation 9.
122. In this section results from three typical nearshore wind wave regimes are shown. It should be remembered that sea state in any given observation depends on both history of generating winds (including variability in speed and direction) and spatial distribution of generating winds. The latter property is important because waves at a site can result from both local generation and propagation from distant generating areas. Results shown here are taken out of context of the complete generation history and may have detailed structure different from other cases. Nonetheless, the general structure is sufficiently representative for purposes of illustration.

Low-Wind, Low-Energy Regime

123. Figure 5 represents the most common sea state, which is persistent low-energy swell found in day-to-day observations along most coasts. Figure 5a shows the frequency-direction spectrum in three dimensions with the integrated frequency spectrum on the right rear panel and the integrated direction spectrum on the left rear panel, similar to the pattern used in Figure 2. Figure 5b is a contour plot of the frequency-direction spectrum normalized by its own maximum value, making the normalized spectral density range between 0 to 1. Contours are drawn at 10-percent intervals. Directions are as defined in Figure 3.

124. The general features of this case are associated with a primary mode (or lump) of energy with peak frequency and direction of about 0.09 Hz and about -30 deg, respectively. Total energy is characterized by a representative wave height $H_{mo}$ of about 0.5 m. There is very little energy at the higher frequencies which suggests that there is little active wind generation. The integrated frequency spectrum is shaped qualitatively like common models of frequency spectra, having a steep low-frequency side and a high-frequency side that decays more gradually.

125. Of interest is the extent to which the energy is spread in direction. In Figure 5a, the integrated direction spectrum indicates energy is almost uniformly distributed from about 0 to -40 deg with a slightly enhanced peak at about -30 deg. For a given energy density, the contour plot in Figure 5b indicates that the greatest spread is near the spectral peak
Figure 5. Spectra from a typical low-energy case
frequency and less spread is at higher frequencies. This pattern is very different from the commonly assumed unidirectional distribution of energy. It initiates questions as to whether or not this is a common occurrence and, if so, how it may depend on other sea state descriptors. These and other questions are addressed below.

**Early Storm Example**

126. Figure 6 shows a frequency-direction spectrum in the early stages of a storm. Two distinct groupings of energy are apparent in the figure. One group, located on the negative-angle side of the graph, has little high-frequency energy and is likely the remnants of the prestorm sea state. The other group is characterized by sharp peaks at the higher frequencies. These are centered at directions in the range 40 to 50 deg. The contour plot, Figure 6b, indicates that the high-energy part of this group is spread over about 10 to 20 deg in direction. This is narrower than the low-energy swell shown in Figure 5 but is still very different from unidirectional.

127. The integrated frequency spectrum in Figure 6a shows an almost uniform distribution of energy with frequency for frequencies less than about 0.22 Hz. This is the contribution from the low-energy waves coming from the negative-angle directions. The peak in the frequency spectrum is near the high-frequency end of the analysis band. This structure is consistent qualitatively with wind wave growth models in which wind forcing acts first to build high-frequency waves and, in time, results in migration of the spectral peak frequency to lower values. The total energy in this case is relatively low, as indicated by the $H_{m0}$ value of about 0.6 m, again suggesting a young sea.

128. The integrated direction spectrum in Figure 6a shows the low background energy spread from about -60 to 40 deg (an arc of about 100 deg). The young part of the sea state has a peak direction of about 50 deg and is concentrated in the direction range from about 35 to 60 deg (an arc of about 25 deg). This suggests that directional spread may be small in the early stages of wind generation, another question for later analysis.

129. An interesting property of Figure 6a is that there appears to be two clear groupings of energy, each of which resides in a distinct region of the frequency-direction domain. Such a condition is not always expected. A
Figure 6. Spectra from an early storm case
local wind-driven sea could occur from the same arc of direction as the background swell such that there would exist a strong multimodal variation with frequency in that range of directions. Low-frequency waves at later stages of a locally wind-driven sea could occur at the same frequencies as part of the background swell, creating multimodal directional distributions of energy at these frequencies. Questions then arise as to (a) how often there are distinct groupings of wave energy; (b) where groupings merge, how well the complete spectrum can be related to the generation and radiation processes that govern the wave field; (c) how important multiple peaks are to the overall energy distribution; and (d) whether or not there is similarity in energy distribution shapes.

A Well-Developed Sea State

130. Figure 7 shows the frequency-direction spectrum 21 hr after the time of the spectrum shown in Figure 6. Considerable energy is present as indicated by the $H_{\text{max}}$ of about 3.1 m. The peak frequency in the frequency spectrum has evolved from about 0.31 Hz in Figure 6 to 0.11 Hz in Figure 7. Both the frequency-direction spectrum of Figure 7a and the contour plot of Figure 7b show the peak direction to be near -20 deg. The integrated direction spectrum shows a maximum in total energy at about 10 deg. In all distributions the total energy spread is rather large. Energy is spread over a range of about 60 deg based on the 50-percent contour line in Figure 7b. In the integrated direction spectrum of Figure 7a, the spread is nearer to 90 deg based on the arc subtended by the energy distribution at half the spectral peak.

131. This example has several interesting features. One is a suggestion of refraction. Low-frequency waves in Figure 7 are more nearly shore-normal (i.e., near 0 deg) than are high-frequency waves. Compared to high-frequency waves, low-frequency waves require a rather significant horizontal space to evolve by wind forces. A wave train with a 10-sec period has a phase speed of order 10 to 20 m/sec in water depths greater than 8 m. At these speeds, a wave could cross the continental shelf (see Figure 1) in about 1 to 2 hr, a time scale comparable to the duration of one data collection in the present experiment. Long waves also are affected by the bottom at greater depths than are high-frequency waves and so would tend to be steered more by
Figure 7. Spectra from a well-developed sea
the bathymetry of the continental shelf than the shorter waves. Though the above argument is largely hypothetical, it seems quite reasonable to expect a refraction-induced concentration of low-frequency energy near the shore-normal direction and a lesser effect on high-frequency waves. This effect is also suggested, but less dramatically, by Figures 5 and 6.

132. Refraction would have the effect of spreading the total energy (integrated with respect to frequency) over a greater arc in direction. At any given frequency in the contour plot of Figure 7b, the total directional spread, as indicated by the 10-percent contour line, is about the same, roughly 60 deg, being just slightly greater at the lower frequencies. The integrated direction spectrum, which adds contributions from all frequencies for each direction, shows the total energy spread over an arc of about 100 deg, based on the arc for which the curve exceeds 10 percent of the spectral maximum. It will be necessary to keep this effect in mind when considering parametric representations of directional spread.

133. Another feature in this example is that most of the high-frequency components appear to have two peaks (or modes) in direction. This is seen in both plots of Figure 7. Since the peaks are well separated in direction and the distributions drop to rather low values between the peaks, this suggests that there may be superimposed wave fields from two separate processes or sources. Another possibility is that wave energy has been reduced in certain directions and frequencies from a more complete, single mode distribution. Whatever the cause, the bimodal distributions are evident. These features are examined in more detail below.

134. It should also be noted that, with all the directional structure just discussed, the integrated frequency spectrum of Figure 7a is not particularly distinguished. It appears like many other observed frequency spectra but gives no obvious clue as to the directional structure of the spectrum.
135. Directional properties of the observed frequency-direction spectra are found from a set of parameters which reduce the volume of data from the entire spectrum (2,548 numbers in the analysis used here) to just a few representative numbers for each case. Observed data are a signature of the physical processes (local distribution of wave energy in frequency and direction) represented by a geometric figure (the frequency-direction spectrum). Characteristics of the physical processes are deduced from the shape or shapes of all or part of the observed spectra.

136. A conventional parameter (one that can be estimated reasonably well with a low-resolution directional measurement system) is peak direction, of which there are several measures. These were defined in Part II for the full frequency-direction spectrum and for the integrated direction spectrum. A peak direction can also be assigned for the distribution at each frequency in a frequency-direction spectrum.

137. If the full frequency-direction spectrum is known, there are several other important characteristics that can be determined. A primary parameter of interest is one that characterizes directional spread. This is broadly defined as an arc of directions containing a significant amount of wave energy. A second parameter is directional asymmetry. This indicates how evenly energy is distributed on either side of a peak in a directional distribution. Depending on the level of detail desired, these two parameters can be determined from the frequency-direction spectrum as a whole (bulk characterization), from distributions at individual frequencies (frequency characterization), or from individual modes (well-separated peaks) within the distribution at a given frequency (modal characterization). Once computed, these parameters can be ordered and correlated with other parameters to characterize the variety and variability of observed sea states.

Frequency Characterization of Spread, Asymmetry, and Position

138. A conventional treatment of directional distributions of wave energy (see, e.g., texts by Goda 1985 or Horikawa 1988) is to consider a slice through the frequency-direction spectrum $S(f_n, \theta_m)$ along a line of constant frequency (e.g., $f = f_n$), one of the frequencies from discrete Fourier
analysis) and to normalize it with the frequency spectral density at that frequency \( S(f_n) \). The result, given the symbol \( D(f_n, \theta_m) \), is called the directional distribution function. It is defined by

\[
D(f_n, \theta_m) = \frac{S(f_n, \theta_m)}{S(f_n)} \tag{13}
\]

where the \( \theta_m \) are the discrete directions from the directional analysis. The units of the directional distribution function are \( \text{deg}^{-1} \). It is useful because it has unit area, i.e.,

\[
\sum_{m=1}^{M} D(f_n, \theta_m) \, d\theta = 1 \tag{14}
\]

by virtue of Equation 8 when Equation 13 is inserted in Equation 14. The normalization of Equation 13 makes it possible to intercompare the directional distributions from spectra with various frequency spectral densities \( S(f_n) \).

139. Peak direction is a fundamental parameter in any directional distribution. In addition to the bulk peak directions \( \theta_{p,FD} \) and \( \theta_{p,IDS} \) defined in Part II, a peak direction denoted as \( \theta_{p,n} \) can be found from the directional distribution at each frequency. It is equal to the direction of the maximum of \( D(f_n, \theta_m) \) [or \( S(f_n, \theta_m) \)] at frequency \( f_n \). There will be a peak direction for each of the \( N \) frequencies in a discrete frequency-direction spectrum.

140. Several alternatives were considered for defining directional spread. A common one is called the full width at half power, defined as the arc subtended by points on the shoulders of a directional distribution function which have values of one-half the maximum of \( D(f_n, \theta_m) \) for a given \( f_n \). This definition of spread has been used by many authors because it is a simple, meaningful parameter for unimodal distributions. However, its assignment and meaning become somewhat complicated when the distribution has more than one main mode, especially if the modes have comparable areas. Another method is to define spread indirectly through a parameter of an analytic function fitted to the data. This method was used by both Mitsuyasu et al. (1975) and Donelan, Hamilton and Hui (1985) and works well if the
observed directional distributions are near in shape to the analytic models. However, there is no particular assurance that observations in a given experiment will conform to proposed analytic models, and strong biases may occur in parameterization if model and data do not conform well.

141. Used here is a third alternative which is simple, meaningful, easy to compute, and can be defined for distributions with any number of modes. If the sum in Equation 14 is not taken over all directions but is truncated at a particular direction \( \theta_j \), the result is the cumulative area under the distribution function from \( \theta_1 \) (= 90 deg, one of the shore-parallel limits of wave direction) to the arbitrary direction \( \theta_j \). If this computation is done for all values of \( j \) from 1 to \( M \), the result is a cumulative distribution function with values ranging from 0 to 1, with the \( j^{th} \) value indicating what fraction of the total energy (at frequency \( f_n \)) is included between angles \( \theta_1 \) and \( \theta_j \). In this sense, the directional distribution function can be treated just like any statistical distribution function. One constraint on this method is that wave energy must be bounded in direction. If the energy is distributed over a full 360 deg (as is possible in the deep ocean), there is no meaningful starting point for the integration. In the present study, the waves are assumed to arrive from a maximum range of 180 deg so that integration can start from either of the two shore-parallel azimuths.

142. The directions for which the cumulative energy is 25 percent, 50 percent, and 75 percent of the total have been chosen as characteristic directions. Since these directions divide the energy into quarters, they can be called the quartile directions. A mathematical expression for the (discrete) cumulative distribution function is

\[
I(f_n, \theta_j) = \sum_{m=1}^{j} D(f_n, \theta_m) \ d\theta
\]  

(15)

and the three characteristic directions, called \( \theta_{25\% n} \), \( \theta_{50\% n} \) and \( \theta_{75\% n} \), respectively, satisfy the equations

\[
I(f_n, \theta_{25\% n}) = 0.25
\]  

(16a)

\[
I(f_n, \theta_{50\% n}) = 0.50
\]  

(16b)
143. Subscripts for the representative directions carry the frequency index \( n \) since they are associated with the directional distribution at a particular frequency. The function \( I(f_n, \theta_j) \) is interpolated where necessary to satisfy Equations 16(a-c) since it is defined only at discrete angles.

144. Figure 8 illustrates the relationships between the directional distribution function, the cumulative distribution function, and the representative directions. Figure 8a shows \( D(f_n, \theta_m) \) for \( f_n = 0.083 \) Hz and for the particular date and time shown in the figure. Points at discrete directions have been connected by straight lines to simulate a continuous distribution. Figure 8b shows the corresponding cumulative distribution function from Equation 15. The horizontal dashed lines in Figure 8b show the 25 percent, 50 percent, and 75 percent values of \( I(f_n, \theta_j) \). Their intersections with the solid curve define the corresponding characteristic angles. These are shown as vertical dashed lines in both parts of Figure 8.

145. There are three useful parameters that can be determined from these three characteristic angles. One is a directional spreading parameter \( \Delta \theta_n \) which is identified as the arc which encompasses the central 50 percent of the energy at frequency \( f_n \). Mathematically, it has the definition

\[
\Delta \theta_n = \theta_{25\%},n - \theta_{75\%},n
\]  

(17)

where it should be noted that the definition is consistent with the direction axis shown in Figure 8, with angle decreasing from left to right. The spread angle is shown in Figure 8 as the horizontal, double-ended arrow. It includes the central 50 percent of the energy because 25 percent of the energy is to the left of \( \theta_{25\%},n \) and 25 percent is to the right of \( \theta_{75\%},n \).

146. This parameter can represent directional spread for all distributions. If the directional distribution is a spike (unidirectional waves), the integral is a step function and \( \Delta \theta \rightarrow 0 \) deg. If the directional distribution is white (the same energy in all directions), then \( \Delta \theta \rightarrow 90 \) deg, a meaningful representation of the central 50 percent of the energy. If the spectrum is multimodal at frequency \( f_n \), the central 50 percent of energy is still characterized. Note that the summation of Equation 15 could be reversed, starting at the other longshore azimuth to obtain the same essential result.
Figure 8. Schematic of distribution functions illustrating directional parameter definitions
The 25 percent and 75 percent angles would switch places, but the magnitude of their difference would be unchanged.

147. A second useful parameter gives a measure of the degree of symmetry in a directional distribution. Almost all models of directional distribution assume that the energy is symmetrically distributed about some peak direction. If so, the peak direction \( \theta_{p,n} \) would correspond to \( \theta_{50\%},n \). There is no assurance that this is necessarily so in shallow seas, where processes such as bathymetrically induced scattering, nonlinear interactions among shoaling waves, and generation by irregular winds could induce significant asymmetry in directional distributions of incoming waves. In the simplest asymmetric distribution, the curve will be steeper on one shoulder than on the other. The integrated cumulative distribution will rise rapidly on this shoulder with the effect that the 50-percent angle will be nearer the quartile angle on the steep side. A simple way to characterize this is to define an asymmetry parameter \( A_n \) as

\[
A_n = \ln \left( \frac{\theta_{25\%},n - \theta_{50\%},n}{\theta_{50\%},n - \theta_{75\%},n} \right)
\]

which is unique to a particular frequency \( f_n \) within a given frequency-direction spectrum.

148. This parameter simply compares the spreads of the two halves of the central 50 percent of the energy at this frequency. If \( \theta_{50\%},n \) is halfway between \( \theta_{25\%},n \) and \( \theta_{75\%},n \), it means the two halves have roughly equal spreads as measured by the difference angles. The ratio of the differences, in this case, is unity. The natural logarithm of one is zero so there is zero asymmetry (by this definition). If \( \theta_{50\%},n \) is closer to \( \theta_{25\%},n \) than to \( \theta_{75\%},n \), the ratio is less than one and its logarithm will be negative. In this case, the distribution rises more rapidly on the 25-percent side so that a negative \( A_n \) indicates a rapidly rising left side and a more gradually decaying right side for the angular coordinate system shown in Figure 8. A positive \( A_n \) indicates a gradually rising left side and a steeper right side. Use of the logarithm makes it possible to compare distributions which are asymmetric but mirror images of each other. Both will have the same magnitude of \( A_n \), but one will be negative and the other positive.
149. The asymmetry parameter is most meaningful in unimodal directional distributions or in isolated modes of multimodal distributions (described below). In this report, $A_n$ is used to group directional distributions with similar shapes, as discussed in Part IX.

150. A third parameter, also used in geometric comparisons, is a positioning parameter determined from the mean of $\theta_{25\%n}$ and $\theta_{75\%n}$. Called $\bar{\theta}_n$, it is given by

$$
\bar{\theta}_n = \frac{1}{2}(\theta_{25\%n} + \theta_{75\%n})
$$

(19)

This parameter is used in Part IX to translate distributions along the direction axis so that composite distributions can be constructed. For distributions with the same spread parameter, it ensures that 25- and 75-percent angles will align for all members of a composite and consequently allows intercomparison of directional distribution shapes having constant spread. Note that $\bar{\theta}_n$ is used as a characteristic direction for repositioning data on the direction axis. It is not the same as peak direction $\theta_{p,n}$, which is the direction of the maximum of a distribution function.

**Some Bulk Spreading Parameters**

151. The parameters given by Equations 17, 18, and 19 are all specific to distributions at a given frequency within a frequency-direction spectrum. To characterize an entire frequency-direction spectrum, some measure of the bulk or overall properties of the spectrum must be used. In this report, two bulk spreading parameters are considered. One is deduced from the integrated direction spectrum $S(\theta_m)$ in the same way that $\Delta \theta_n$ was found from $S(f_n, \theta_m)$. The other is a spectrally weighted sum of the set of $\Delta \theta_n$ found from a given frequency-direction spectrum.

152. A spread parameter based on $S(\theta_m)$ is considered first. The IDS is given by Equation 9. The area under this curve is, from Equation 12, one-sixteenth $H_{mo}^2$. A cumulative distribution can be constructed from $S(\theta_m)$ by the expression

$$
I(\theta_j) = \sum_{m=1}^{j} \frac{S(\theta_m)}{(\frac{1}{2}H_{mo})^2} \, d\theta
$$

(20)
which varies from 0 to 1 like the expression given in Equation 15. Angles representing the 25-, 50-, and 75-percent directions, named $\theta_{25\%,\text{IDS}}$, $\theta_{50\%,\text{IDS}}$, and $\theta_{75\%,\text{IDS}}$, respectively, satisfy the relations

\begin{align*}
I(\theta_{25\%,\text{IDS}}) &= 0.25 \quad (21a) \\
I(\theta_{50\%,\text{IDS}}) &= 0.50 \quad (21b) \\
I(\theta_{75\%,\text{IDS}}) &= 0.75 \quad (21c)
\end{align*}

in analogy with Equations 16(a-c). A bulk spreading parameter derived from these angles is

$$\Delta \theta_{\text{IDS}} = \theta_{25\%,\text{IDS}} - \theta_{75\%,\text{IDS}} \quad (22)$$

and represents the angle subtending the central 50 percent of the total energy in a wave field.

153. The parameter given by Equation 22 includes the effects of any frequency-dependent scattering mechanisms in that energy is summed across all frequencies to get $S(\theta_m)$. If low-frequency waves have more shore-normal directions than high-frequency waves, the total energy can be smeared across the direction axis. The proper total width is given by Equation 22 if one is not concerned with the detailed frequency distribution of energy. If this is of concern, a second definition of bulk spreading may be more appropriate.

154. In the second definition, the spread parameters for each frequency $\Delta \theta_n$ are multiplied by the corresponding frequency spectral densities $S(\ell_n)$ and summed. The result is normalized by the total energy to obtain a spectrally weighted mean directional spread $\Delta \theta_{\text{SW}}$. The mathematical expression for this is

$$\Delta \theta_{\text{SW}} = \frac{1}{(\frac{1}{4H_{\text{mo}}})^2} \sum_{n=1}^{N} S(\ell_n) \Delta \theta_n \quad (23)$$
155. This definition is introduced in analogy with the spectrally weighted peak direction parameter proposed by the IAHR Working Group on Wave Generation and Analysis (1989). Here, the bulk spread obtains most of its value from regions of high energy in the frequency spectrum. Furthermore, the effect of refraction from frequency to frequency is less pronounced. In particular, if the general spread for all frequencies is about the same (see Figure 7b), the result of Equation 23 will be close to this spread estimate. It will generally be less than the estimate of Equation 22 because the smearing effect (see Figure 7a, direction spectrum panel) is reduced.

156. Other parameters of the bulk frequency-direction spectrum can be computed from the characteristic directions given by Equations 21(a-c). For instance, asymmetry and positioning parameters can be assigned like the individual frequency parameters given in Equations 18 and 19, respectively. These have not been used in this report and are not explicitly defined.

**Parameters for Modal Analysis**

157. An important property of directional distributions is the number of distinct peaks or modes that occur. These can suggest the existence of various sources or sinks of wave energy (e.g., island sheltering, see Pawka 1983 and Pawka, Inman, and Guza 1984) or may be a signature of nonlinear interactions among wave trains (Elgar and Guza 1985a, 1985b). All of these mechanisms act to distribute wave energy in direction and need to be considered. In this report, a simple modal analysis is conducted wherein the number and relative strengths of modes are computed from the directional distributions at each frequency. This is intended to determine the frequency of occurrence of multimodal distributions, to compute their relative importance, and to indicate if further research is required.

158. The first requirement is a definition of a mode. As mentioned in Part III, IMLE results can have maxima and minima that are simply deviate approximations to a true unimodal directional distribution and not truly distinct modes. To ensure that a minimum of \( D(\theta_n, \theta_m) \) between two maxima is more likely a true modal separation and not just an artifact of analysis, the following is used as a definition: a distinct mode occurs when a minimum in a directional distribution is less than half of the smaller of the two surrounding maxima.
159. Figure 9a illustrates one such case. In that figure there are three maxima: (a) a small one at about 50 deg azimuth, (b) a main one at about -10 deg azimuth, and (c) an intermediate one at about -60 deg azimuth. By the definition given above, only the minimum marked $\theta_{\text{min}}$ between the last two maxima is considered significant. The distribution to the left of $\theta_{\text{min}}$ is considered one mode, and the distribution to the right of $\theta_{\text{min}}$ is considered another mode. The directional bounds on the first mode are 90 deg on the left and $\theta_{\text{min}}$ on the right. The second mode begins at $\theta_{\text{min}}$ and extends to -90 deg on its right. The number of modes in this case is two.

160. A measure of the relative importance of each mode is the fraction of total area (or energy) under the directional distribution contained in each mode. To do this, it is necessary to integrate $D(f_n, \theta_m)$ over the parts of the distribution associated with each mode. Since $D(f_n, \theta_m)$ integrates to unity over its full 180-deg range, the partial areas under the modes automatically give the fractional part of the total energy. If the distribution does not go to zero in the gap between the modes, the tails of the modes overlap and some assumptions must be made about their treatment. In this crude first approach, the assumption is that overlapping tails have no area so that integration over the limits of a mode distribution gives an estimate of the (normalized) energy in the mode. At a mode boundary (i.e., $\theta = \theta_{\text{min}}$), half the area in the direction bin (of width $d\theta$) is assigned to each mode. At the alongshore azimuths (+90 and -90 deg), the energy is very small; therefore, the same boundary rule can apply there without loss of generality.

161. The symbol $P_n^{(k)}$ is used to represent the fractional area in the $k$ mode (counting, arbitrarily, from the left) of a directional distribution at frequency $f_n$. Clearly, two parameters of a mode definition are the directions that bound a mode. If the indices of the discrete directions bounding a mode are $r$ and $s$, the notation for these directions is $\theta_r^{(k)}$, the direction boundary on one side of mode $k$ at frequency $f_n$, and $\theta_s^{(k)}$, the direction boundary on the other side of mode $k$. The boundary directions are either an alongshore azimuth or $\theta_{\text{min}}$ as shown in Figure 9. Note that at $\theta_{\text{min}}$ in multimodal distributions, $\theta_s^{(k)} = \theta_r^{(k+1)}$, i.e., the right bound for one mode is the left bound for the next mode.

162. With these definitions, an expression for the fractional area (energy) in mode $k$ is given by
Figure 9. Schematic of distribution functions showing parameter definitions for multimodal shapes
\[ p_n^{(k)} = \frac{1}{2} D(f_n, \theta_{r,n}^{(k)}) \, d\theta + \sum_{i=r+1}^{s-1} D(f_n, \theta_i) \, d\theta + \frac{1}{2} D(f_n, \theta_{s,n}^{(k)}) \, d\theta \]  

(24)

where this must be applied to each of a total of \( K \) modes. If there is only one mode, then \( K = 1 \) and \( p_n^{(1)} = 1 \), since this case makes Equation 24 virtually identical to Equation 14. In all cases,

\[ \sum_{k=1}^{K} p_n^{(k)} = 1 \]  

(25)

for each \( f_n \) to satisfy Equation 14, i.e., that the sum of all the parts is unity.

163. To be consistent with parameterizations of the bulk and frequency distributions of directional energy, there must be a set of characteristic directions which indicate the peak and quartile directions in a mode, as well as the mode bounding directions. A modal peak direction, given the symbol \( \theta_{r,n}^{(k)} \), is defined as the direction of the peak in \( D(f_n, \theta_m) \) [or \( S(f_n, \theta_m) \)] for mode \( k \) at frequency \( f_n \), where the search is conducted between the bounding directions \( \theta_{r,n}^{(k)} \) and \( \theta_{s,n}^{(k)} \). Examples of modal peak directions are illustrated in Figure 9a.

164. Within a mode, characteristic directions can be defined at which the cumulative distribution has values of 25, 50, and 75 percent of the total area, just as was done for the whole distribution at each frequency and which led to Equations 15 and 16. Here, the directional distribution \( D(f_n, \theta_m) \) must be normalized by \( p_n^{(k)} \) so that the integral between the mode bounding directions will equal unity. The cumulative distribution function for mode \( k \) is defined by

\[ I^{(k)}(f_n, \theta_j) = \frac{1}{p_n^{(k)}} \left[ \frac{1}{2} D(f_n, \theta_{r,n}^{(k)}) \, d\theta + \sum_{i=r+1}^{j} D(f_n, \theta_i) \, d\theta \right] \]  

(26)

165. Figure 9b illustrates two cumulative distribution functions resulting from Equation 26 for a bimodal (\( K = 2 \)) directional distribution. The modal quartile directions, symbolized by \( \theta_{25\%,n}^{(k)} \), \( \theta_{50\%,n}^{(k)} \), and \( \theta_{75\%,n}^{(k)} \), respectively, satisfy the relations
\[ I^{(k)}(f_n, \theta^{(k)}_{25\%}) = 0.25 \] (27a)

\[ I^{(k)}(f_n, \theta^{(k)}_{50\%}) = 0.50 \] (27b)

\[ I^{(k)}(f_n, \theta^{(k)}_{75\%}) = 0.75 \] (27c)

166. These quartile directions are illustrated as vertical dashed lines in Figure 9b for each of the two modes shown. The object in this definition is to have a nearly exact analogy with the parameterization shown in Figure 8. In this way, the shapes of individual modes in a multimodal distribution can be compared with the shapes of unimodal distributions having similar parameters.

167. Characteristic spread, asymmetry, and positioning parameters for individual modes are derived from the representative directions in the same way that Equations 17, 18, and 19 are defined. Directional spread for frequency \( f_n \) and mode \( k \) is given by

\[ \Delta \theta^{(k)}_n = \theta^{(k)}_{25\%} - \theta^{(k)}_{75\%} \] (28)

Figure 9b illustrates these as double arrows between the 25- and 75-percent vertical dashed lines for each of the two modes shown.

168. An asymmetry parameter for mode \( k \) and frequency \( f_n \) is given by

\[ A^{(k)}_n = \ln \left( \frac{\theta^{(k)}_{25\%} - \theta^{(k)}_{50\%}}{\theta^{(k)}_{50\%} - \theta^{(k)}_{75\%}} \right) \] (29)

and a positioning parameter is given by

\[ \overline{\theta}^{(k)}_n = \frac{1}{2} \left( \theta^{(k)}_{25\%} + \theta^{(k)}_{75\%} \right) \] (30)

169. One set of these three parameters (or, equivalently, the three characteristic angles) can be found for each of \( K \) modes for a directional distribution along frequency line \( n \). If the distribution is unimodal, \( K = 1 \) and Equations 28, 29, and 30 become identical with Equations 17, 18, and 19, respectively.
Parameter Data Base

170. A set of all the parameters described above has been computed for each frequency-direction spectrum thereby forming a parameter data base with which to characterize the observations. Parameters are grouped by analysis objectives. This section defines the groups and summarizes the set of parameters.

171. The first group contains properties associated with a collection. They are:

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Date/Time</td>
<td>Collection date and start time</td>
</tr>
<tr>
<td>Gage Pattern</td>
<td>List of checked, operating gages</td>
</tr>
<tr>
<td>Depth</td>
<td>Mean water depth during the collection</td>
</tr>
</tbody>
</table>

172. The second group contains integral parameters of and properties uniquely determined from the frequency-direction spectrum as a whole. They are:

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H_{1/3}$</td>
<td>Characteristic wave height, four times the square root of the volume under the frequency-direction spectrum</td>
</tr>
<tr>
<td>$f_{p,FD}$</td>
<td>Peak frequency from the maximum of $S(f_n,\theta_m)$</td>
</tr>
<tr>
<td>$\theta_{p,FD}$</td>
<td>Peak direction from the maximum of $S(f_n,\theta_m)$</td>
</tr>
<tr>
<td>$\Delta\theta_{SW}$</td>
<td>Spectrally weighted directional spread from Equation 23</td>
</tr>
</tbody>
</table>

173. The third group is simply the peak frequency and its inverse, the peak period, from the integrated frequency spectrum. Peak frequency and peak period are two of the conventional parameters of sea state characterization. They are:
Parameter | Definition
---|---
f_{p,IFS} | Peak frequency from the maximum of S(f_n)
T_{p,IFS} | (= 1/f_{p,IFS}) peak period from the maximum of S(f_n)

174. The fourth group contains the characteristic directions of the integrated direction spectrum. These and their derivatives (spread, asymmetry, and position) characterize the bulk directional properties of a wave field. They are:

Parameter | Definition
---|---
θ_{p,IDS} | Peak direction from the maximum of S(θ_m)
θ_{25\% ,IDS} | Direction at which 25 percent of total energy is to the left (or counterclockwise) and 75 percent is to the right (clockwise)
θ_{50\% ,IDS} | Direction at which 50 percent of total energy is on each side
θ_{75\% ,IDS} | Direction at which 75 percent of total energy is to the left and 25 percent is to the right

175. The fifth group contains the parameters of the directional distribution function for each frequency in the frequency-direction spectrum. The number of parameters at each frequency is conditional on the number of modes found in the distribution. Basic parameters and characteristic directions are always computed for the whole (180-deg) distribution, independent of any modal definition. They are:

Parameter | Definition
---|---
f_n | Frequency at discrete index n
S(f_n) | Integrated frequency spectral density at f_n
θ_{p,n} | Peak direction at frequency f_n
θ_{25\% ,n} | Direction at which 25 percent of S(f_n) is to the left
θ_{50\% ,n} | Direction which evenly divides S(f_n)
\( \theta_{75\%} \) Direction at which 75 percent of \( S(f_n) \) is to the left

\( K \) Number of modes found at this frequency

176. If \( K \) is greater than one, the distribution at frequency \( f_n \) is multimodal. In this case, an additional set of parameters is computed for each of the \( K \) modes. They are:

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( k )</td>
<td>Index (count relative to ( K )) of this mode</td>
</tr>
<tr>
<td>( p_n^{(k)} )</td>
<td>Fraction of ( S(f_n) ) contained in mode ( k )</td>
</tr>
<tr>
<td>( \theta_p^{(k)} )</td>
<td>Peak direction within mode ( k )</td>
</tr>
<tr>
<td>( \theta_{25%}^{(k)} )</td>
<td>Direction which bounds mode ( k ) on the left (counterclockwise) side</td>
</tr>
<tr>
<td>( \theta_{25%}^{(k)} )</td>
<td>Direction at which 25 percent of energy in mode ( k ) is to the left</td>
</tr>
<tr>
<td>( \theta_{50%}^{(k)} )</td>
<td>Direction which evenly divides the energy in mode ( k )</td>
</tr>
<tr>
<td>( \theta_{75%}^{(k)} )</td>
<td>Direction at which 75 percent of energy in mode ( k ) is to the left</td>
</tr>
<tr>
<td>( \theta_{75%}^{(k)} )</td>
<td>Direction which bounds mode ( k ) on the right (clockwise) side</td>
</tr>
</tbody>
</table>

177. Note that it is the set of quartile angles \((25\%-50\%-75\%-\) percent points in the integrated distributions) that is saved rather than the derived parameters \((\text{spread } \Delta \theta, \text{ asymmetry } A, \text{ and position } \bar{\theta})\). This is because the derived parameters are easily computed from the quartile angles and because the quartile angles are more fundamental properties of a distribution.

178. Once compiled, this rather lengthy collection of parameters can elucidate the directional properties of a set of wave field observations at several levels of detail. The set is not exhaustive but is rather a collection of some obvious properties which are of interest in directional characterization.
PART VI: BULK DIRECTIONAL CHARACTERISTICS

179. The most important objective of the present study is to characterize the directional properties of the total energy in the set of observations that has been made. This characterization is done with the bulk parameters defined above in two ways: (a) the distribution of a property which indicates its range and most probable values; and (b) correlations between parameters to see how they relate as well as intercomparisons between parameters for the same property where two definitions have been given (e.g., peak direction and directional spread).

Peak Direction

180. Two parameters were isolated to obtain a general concept of the range and probability of occurrence of the direction of wave approach: (a) \( \theta_{p,FD} \), the direction of the maximum spectral density in the frequency-direction spectrum, \( S(f, \theta) \); and (b) \( \theta_{p,IOS} \), the direction of maximum energy in the integrated direction spectrum, \( S(\theta) \). The two parameters are distinct in that the former indicates the direction of the most energetic peak of all frequencies and directions, whereas the latter indicates the direction of dominant overall wind wave energy.

181. Figure 10 shows the distribution of \( \theta_{p,FD} \), computed by summing the number of cases where peak direction fell within discrete direction arcs and normalizing the result by the total number of cases to find the percent of cases in each arc. The directional spectra were already discretized into \( d\theta = 2\)-deg arcs, and this made a convenient division for the distribution calculation. All 1,046 cases from the first year's collection were considered. At this stage, no distinction was made as to other parameters of the wave field (energy level, spread, etc.)

182. Figure 10 indicates that peak direction ranges generally across a 120-deg arc from 60 to -60 deg. The main peak in the distribution is in the direction range of 6 to -20 deg, i.e., from roughly shore normal to slightly south of shore normal. This range is consistent with the fact that the observation set is dominated by low-energy, day-to-day sea states. These consist primarily of low-frequency waves which have likely propagated across the continental shelf from the open, deep Atlantic. The shelf break, which is
Figure 10. Distribution of peak directions, $\theta_{p,FD}$, derived from frequency-direction spectra roughly aligned with true north (see Figure 1), would tend to refract the waves to slightly south of shore normal.

183. The same general trend is shown in Figure 11, which is the distribution of peak directions from the integrated direction spectra. Here, the peak of the distribution is more nearly centered on shore normal. This
may be attributed to the fact that the integrated direction spectrum includes contributions from waves at all frequencies, including those at high frequencies. High-frequency waves tend to be less influenced by refraction for a given shoaling propagation path. The effect is to add enough high-frequency energy to the integrated direction spectrum to shift its peak relative to the singular peak of the frequency-direction spectrum. Figure 7 is a good example of this. In Figure 7, the peak of the frequency-direction spectrum is at a low-frequency lobe centered near -30 deg. However, because there is a lot of high-frequency energy at positive angles, the integrated direction spectrum (left rear vertical panel) has a peak near 10 deg. This creates a 40-deg difference in the two measures of peak direction.

184. The scatter resulting from this type of difference is shown in Figure 12 which is a correlogram of the two measures of peak direction. The diagonal line is the perfect correlation reference. Fewer than 1,046 symbols are visible because both measures of peak direction are discrete. Hence, one symbol location may represent several observations. The figure shows a gross

![Figure 12. Correlation of peak directions from integrated direction spectrum and frequency-direction spectrum](image)
correlation trend but much scatter, especially near shore-normal. Refraction may be partly responsible for the scatter, but another reason is that the directional distributions in well-developed sea states tend to be broad and, to some extent, rather flat. Figures 5 and 7 both show this in their integrated direction spectra. Peak direction can be the result of a slight elevation in spectral density above a broad level of nearly constant values. In statistical fairness, confidence intervals on each estimate can allow the true peak to lie anywhere on the broad distribution maximum. In conditions where peak direction is well away from shore normal, there is better correlation between $\theta_{p,FD}$ and $\theta_{p,IDS}$. These cases tend to be young, narrow seas (see, e.g., Figure 6) which align well with the wind, and are mostly high-frequency waves which are not strongly refracted. Hence, much scatter is expected in estimates of peak direction for aged or well-developed wave conditions. As a result, peak direction may not be the best parameter with which to characterize a sea state with large directional spread.

185. Peak direction is one of the conventional sea state descriptors, however, so it is retained in this analysis. Since the interest here is in directional properties of the total energy, the parameter $\theta_{p,IDS}$ is considered most representative. Its correlations with characteristic wave height $H_{m0}$ and peak period $T_{p,IFS}$ ( = $1/f_{p,IFS}$, where the peak frequency of the conventional frequency spectrum is used) are shown in Figures 13 and 14, respectively. These parameters are two other conventional sea state descriptors.

186. In Figure 13, the range of peak directions is generally large for low $H_{m0}$ and narrows toward the shore-normal direction at larger $H_{m0}$. At low $H_{m0}$, the largest concentration of points is near the shore-normal direction and tends toward the negative directions, consistent with the argument for low-energy, long-period swell. The more extreme values at low $H_{m0}$ are likely from the early stages of locally wind-generated seas. These are typically short-period waves which align with wind direction. They have less tendency to be steered by bathymetric effects. At high $H_{m0}$, the wave field tends to be in a well-developed state with significant low-frequency energy arriving from deeper water.

187. In terms of peak period (Figure 14), the short-period waves have a tendency to be from positive directions. This is consistent with the propensity for local, wave-generating winds to be from the northeast quadrant. At
Figure 13. Correlation of peak direction with characteristic wave height

Figure 14. Correlation of peak direction with peak period
longer periods, the tendency is for the directions to scatter about shore normal. Periods of swell and well-developed wind seas overlap in this region. In this figure, both period and direction are discretely defined so that one symbol may represent more than one observation. This makes the distribution appear more uniform than indicated by Figure 11, which shows the true distribution.

188. The parameters $H_{no}$ and $T_{p,IFS}$ can be combined indirectly to make a dimensionless parameter known as bulk wave steepness. Using $f_{p,IFS}$ from the frequency spectrum in Equation 2 yields the corresponding wavelength $L_{p,IFS}$. The ratio $H_{no}/L_{p,IFS}$ defines bulk wave steepness. The correlation of this with peak direction $\theta_{p,IDS}$ is shown in Figure 15. Though there is significant scatter, the climatology is consistent with previous discussion. Long, low waves (low steepness) tend to center on shore-normal with some contributions from the southeast quadrant (negative angles). High-steepness waves, associated with energetic seas, tend to be distributed through the northeast quadrant (positive angles).

![Figure 15. Correlation of peak direction with bulk steepness](image-url)
189. The point of this section is that the observed wave climate is consistent with existing knowledge of wave behavior as defined by the conventional parameters of characteristic height, period, and direction. It is noted that bulk peak direction $\theta_{p,IDS}$ in cases of large directional spread may have a large uncertainty of estimation, as mentioned above. The range of observed peak directions is from $60$ to $-60$ deg in azimuth relative to shore normal. Most of the observations cluster around the shore-normal direction because all observations were used in the analysis and the sampling is naturally biased toward the longer waves of low-energy, nonstorm conditions.

**Directional Spread**

190. A primary objective in the present study is to characterize directional spread. Two measures of bulk directional spread were introduced above: (a) the arc containing the central half of total energy in the integrated direction spectrum $\Delta\theta_{IDS}$, and (b) the spectrally weighted sum of the arcs containing the central half of the energy at each frequency $\Delta\theta_{SW}$. The distributions of these parameters, their correlation with each other, and their correlation with height, period, and direction parameters are considered here.

191. Figure 16 shows the distribution of directional spreads determined from the integrated direction spectrum. The distribution is rather smooth and distinctly unimodal indicating that wave-field energy (in this data set) always has a finite directional spread. There are very few cases with a spread of less than 20 deg and very few with a spread greater than 60 deg. The bulk of cases lies in the range 35 to 45 deg.

192. What is striking about this result is that there is no indication of a unidirectional wave field. Such a field would appear in Figure 16 at 0 deg on the abscissa. There are none. In light of the experiments by Vincent and Briggs (1989) and Kaihatu and Briggs (in preparation), mentioned previously, the most probable spread from Figure 16 is nearer the high-spread end of their range of cases. For purposes of guidance for model studies in engineering design, this result suggests strongly that finite directional spread be included as a test parameter. The range indicated in Figure 16 can be considered representative of sites adjacent to broad, shallow continental shelves.
Figure 16. Distribution of directional spread parameter derived from integrated direction spectra.

193. This result is supported by the distribution of spectrally weighted directional spread estimates shown in Figure 17. Here, the range is similar, being from about 15 to 50 deg. Most probable values are in the range from about 34 to 42 deg. These numbers are all slightly less than...
corresponding numbers from Figure 16 because $\Delta \theta_{SW}$ reduces the effect of frequency-dependent broadening of the overall energy which is included in $\Delta \theta_{IDS}$.

194. This condition is illustrated by Figure 18, which is a correlation plot of the two directional spread parameters. Figure 18 shows that $\Delta \theta_{IDS}$ is almost always greater than or equal to $\Delta \theta_{SW}$. A likely mechanism is refraction which varies from frequency to frequency in some wave fields (see

![Figure 18. Correlation of spectrally weighted directional spread parameter with spread parameter of integrated direction spectra](image)

Figure 18) and which smears the directional distribution of the integrated direction spectrum along the direction axis. If the directional spread at each frequency had a constant value, the spectrally weighted spread would have that value since the contribution from each frequency would be the same. If the distributions were offset slightly from frequency to frequency, as happens under refraction, the summing of energy across all frequencies would make the
net result wider than the spread at any given frequency. Hence, $\Delta \theta_{IDS}$ would tend to be greater than $\Delta \theta_{SW}$.

195. For a bulk characterization, the parameter $\Delta \theta_{IDS}$ will be used from here on. It characterizes directional spread of the true (uniformly integrated) total energy at the observation site. Since $\Delta \theta_{SW}$ is less influenced by variations from frequency to frequency, it tends to miss the full range of directions at which there is significant energy. This property defeats the immediate purpose of characterizing overall directional spread.

196. Correlations of $\Delta \theta_{IDS}$ with the conventional height, period, and direction parameters are shown in Figures 19, 20, and 21, respectively. In the height relationship (Figure 19), directional spread has its greatest range at small $H_{m0}$. Smaller spreads tend to occur in the early stages of wind-generated growth (see Figure 6) and in some cases of swell. Large spreads may be caused by rapidly veering winds or when swell and wind-sea waves coexist but from widely separated directions. These cases are the extremes and generally occur at low energy. An interesting feature of Figure 19 is that

![Figure 19. Correlation of directional spread with characteristic wave height](image-url)
Figure 20. Correlation of directional spread with peak period

Figure 21. Correlation of directional spread with peak direction
the central tendency of the directional spread parameter appears to be about the same for all energy levels. Though there are not many high-energy cases, the few existing points are scattered, rather narrowly, about a spread of 40 deg. The same clustering is seen at the lowest energies.

197. This behavior is also seen in the correlation of \( \Delta \theta_{\text{IDS}} \) with \( T_{p,\text{IFS}} \) (Figure 20). Excepting a few outliers, directional spread characteristics appear to be roughly the same for all values of peak period. The large spreads at low \( T_{p,\text{IFS}} \) are likely the result of waves from light, irregular winds and coexisting swell. These correspond to the large spreads at low energy shown in Figure 19.

198. The same tendency is shown in Figure 21 where directional spread is correlated with peak direction \( \theta_{p,\text{IDS}} \). Though the overall scatter in spread values is slightly lower for shore-normal peak directions (0 deg), the most common spread tends to be around 40 deg for all peak directions.

199. Figure 22 shows directional spread correlated with bulk steepness. Here, again, the characteristic directional spread appears relatively

![Figure 22. Correlation of directional spread with bulk steepness](image-url)
insensitive to variations in this parameter. The same central values and roughly the same scatter occur for low-steepness (mostly swell) and high-steepness (active wind sea) conditions.

200. There are several important conclusions from this analysis. One is that there never appears to be a wave field which is unidirectional. Another is that directional spread (as defined here) appears to exist in the range 20 to 60 deg with a most common value near 40 deg. This distribution appears roughly to be independent of the three bulk parameters (height, period, and direction) conventionally used to characterize sea state. This suggests that the distribution of directional spreads shown in Figure 16 is a reasonable characterization for most sea states which occur at this and similar sites.
PART VII: MODAL ANALYSIS

201. The results of the last section were based on bulk properties of frequency-direction spectra. While meaningful, they do not give much information about the more detailed structure of the spectra. Knowledge of spectral structure is necessary for understanding physical processes associated with wind waves and for incorporating observations into physical and numerical models of those processes, including wave generation, refraction, shoaling, transformation, and nonlinear interactions. An important property of wave directionality is the extent to which there is more than one peak, or mode, in directional distributions of wave energy. Multimodal distributions can arise from any of the processes mentioned, and all of the processes can be active at the present experiment site. In this section, a simple evaluation of the number and relative strengths of modes is conducted as an indication of the necessity for further study.

202. This type of analysis is different from the bulk analysis of the last section because characteristics at one frequency are considered independent of characteristics at other frequencies. Any coherence in spectral shape from frequency to frequency is therefore lost. The bulk parameters treated each spectrum as a unit and inherently included shape effects, though in a smoothed, integral fashion. The advantage of frequency-by-frequency analysis is that structural similarities and differences between distributions at different frequencies can be isolated. In this way, it may be possible to define a set of basic modal shapes from which a spectrum or a set of spectra can be constructed.

203. A simple initial approach is to examine slices through the frequency-direction spectrum along lines of constant frequency and to evaluate the number, strengths, and shapes of the resulting directional modal structure. The simplest result that could be expected from this is that distributions at all frequencies and for all spectra are unimodal, consisting of one primary maximum of energy. However, it can be seen in the high-frequency part of Figure 7 and in the sample distribution of Figure 9 that at least some of the distributions are multimodal. Hence, it is necessary to count them.

204. Part of the frequency-by-frequency parameter set defined in Part V is the number \( K \) of modes found for each frequency in a frequency-direction spectrum. It should be remembered that the mode separation definition used
here is a valley in a directional distribution where the energy density is less than half that at the lesser of the two adjacent distribution peaks. This definition is subjective, and analysis results will change if the definition is changed. For all 1,046 cases in the present data set, the parameter \( K \) was scanned and the number of unimodal \((K = 1)\), bimodal \((K = 2)\), trimodal \((K = 3)\), etc., cases were counted for each frequency. These numbers were then converted to percentages of total cases.

205. Results of this computation are shown in Figure 23. Along the frequency axis the center of each bar is at the representative frequency \( f_n \), and the bar width is the resolution bandwidth \( df \). For a given frequency, the length of each shading pattern represents the percent of cases having the number of modes associated with the shading pattern.

206. Figure 23 indicates that virtually all of the directional distributions at 0.09 to 0.10 Hz (the tallest, black bar) are unimodal. The percent of unimodal cases drops off on either side of this. At the highest
frequency (about 0.32 Hz), only about 10 percent of the cases are unimodal, about 30 percent are bimodal (diagonal shading), about 30 percent are trimodal (white shading), and the remaining 30 percent (blank space above the white-shaded bar) has more than three modes. At the lowest frequency (about 0.05 Hz), roughly 70 percent of the cases are unimodal, another 25 percent are bimodal, and the rest are trimodal.

207. Taken as a whole, the figure indicates that well over half of all single-frequency directional distributions are unimodal. This is deduced from the figure by the ratio of total black-shaded area to total area for all frequencies. Roughly another 20 percent are bimodal (ratio of diagonal-shaded area to total area) and the rest have more than two modes. The large percentage of multimodal distributions indicates that this is an important feature of natural, shallow-water, wave fields.

208. The computation that led to Figure 23 only counted the number of modes and not their relative strength (the extent to which energy is distributed among the modes). For instance, a bimodal distribution could have 90 percent of its energy in one mode and only 10 percent in the other. In this case, the second mode is of little importance from an energy standpoint because it contains very little energy. However, if each mode in a bimodal distribution has half the energy of the distribution, then both modes are of equal importance, and neither can be neglected.

209. To examine this effect, a computation was done with the modal fractional energy parameter $P_n^{(k)}$ defined by Equation 24 and listed with the individual mode parameters in Part V. For each directional distribution (including the unimodal ones), the mode with the maximum energy, i.e., having the maximum fraction $P_n^{(k)}$ of total energy, was isolated and identified as the primary mode. For unimodal cases this was the only mode, and its fraction of total energy was identically one (100 percent). Primary mode energy fractions were then grouped into 10-percent-wide bands and counted; that is, a certain number of distributions had 90 to 100 percent of their energy in the primary mode (maximum $P_n^{(k)}$ in the range 0.9 to 1.0), others had 80 to 90 percent in the primary mode, yet others had 70 to 80 percent in the primary mode, and so on. The number of cases in each group was divided by the total number (1,046) of cases in the data set and multiplied by 100 percent. The result was the percent of all cases having a given fractional range of energy in the primary mode. For example, Figure 9a shows a bimodal distribution with...
roughly 70 to 80 percent of its total area in its primary mode (to the left of $\theta_{\text{min}}$) and the remaining 20 to 30 percent in the lesser mode to the right of $\theta_{\text{min}}$. This case is one of the number (for this frequency) of cases having 70 to 80 percent of its energy in the primary mode.

210. Results of this computation are shown in Figure 24, which is a cumulative bar chart like Figure 23. This figure indicates that in a band of low frequencies from about 0.06 to 0.13 Hz, 95 to 99 percent of all cases (read from the % of cases axis) have 90 to 100 percent (black-shaded bars) of total energy in the primary mode. Note that this includes the unimodal cases, which identically have 100 percent of energy in the primary (only) mode. At the highest frequency, fewer than 20 percent of all cases have 90 to 100 percent of energy in the primary mode. At this same frequency, an additional 5 percent (or so) of all cases have 80 to 90 percent of energy in the primary mode, a further 7 percent (or so) of all cases have 70 to 80 percent

![Figure 24. Frequency-by-frequency distribution of percent of energy contained in primary mode](image-url)
of energy in the primary mode. The distribution is cumulative so that, for
the highest frequency, one can see that about 32 percent of all cases (the top
of bar with the broad diagonal shading which slopes upward from left to right)
have between 70 and 100 percent of total energy in the primary mode.

211. Overall, it appears that roughly two-thirds of all directional
distributions have 90 to 100 percent of energy (the ratio of black-shaded area
to total area in Figure 24 as a whole) in the primary mode. This means that
the remaining one-third of cases, primarily at the higher frequencies, have
significant energy in secondary modes. In response to the question initiated
by the results given in Figure 23, the answer is that a significant fraction
of distributions are multimodal and that secondary modes are commonly as
energetic as primary modes. Hence, modal structure must be considered
important in natural directional distributions (at this site, at least).

212. Some of the multimodality can be discounted as being caused by low
signal-to-noise ratio and large pressure response function. These conditions
occur most often at the higher frequencies. Energy at these frequencies is
typically low relative to the spectral peak (e.g., the frequency spectra in
Figures 5 and 7) so that, if there is roughly the same amount of noise at all
frequencies in the system, the signal-to-noise ratio will be low at the higher
frequencies. The pressure response function (which converts pressure to sea-
surface displacement via linear wave theory) for a frequency of 0.32 Hz in 8 m
of water is about 13. Any noise at this frequency also is amplified by a
factor of 13. These effects can degrade the cross-spectral estimates from
which the directional distributions are computed. The results can be noisy
distributions which might be interpreted as multimodal when, in fact, they are
just not known very well.

213. However, at intermediate frequencies (0.15 to 0.20 Hz, say) there
is typically greater energy (see the frequency spectra in Figures 5, 6,
and 7), and the pressure response function is only about 2 for 8 m of water.
In this case, the effects of noise should be far less. Figure 23 indicates
that there is still significant bimodality (20 to 40 percent) at these
frequencies, and Figure 24 shows that more than 20 percent of all cases at
these frequencies have at least 30 percent of total energy in the secondary
mode. Hence, the conclusion remains that multimodal distributions are an
important feature of wave directionality at the present experiment site.
214. Of interest in directional analysis at the frequency-by-frequency level are the peak direction and directional spread. This section considers the distributions of peak direction $\theta_{p,n}$ and directional spread $\Delta \theta_n$ (from Equation 17) for each of the 28 frequencies $f_n$ in the observed frequency-direction spectra. In light of the modality discussion above, the distributions are done both for all (1,046) cases and for just unimodal cases (number varies with frequency). The distinction is made to see if multimodality has any effect on distributions of these parameters. Of particular interest is directional spread which, at the frequency level, is based on an integral across all modes in a directional distribution.

**Peak Direction**

215. Figure 25 contains distributions of peak direction $\theta_{p,n}$ for the case where all data are considered, and one distribution is computed for each frequency. In Figure 25, frequency and number of cases are noted in the upper right corner of each subplot. The lowest frequency is in the upper left subplot. Frequency increases across, then down the page. Note that the scale for the percent of cases is different for the top row of subplots.

216. Figure 25 shows that the low-frequency distributions (top row) all have peak directions ranging from about shore-normal (0 deg) to slightly south of shore-normal (about -20 deg), consistent with the refraction arguments given earlier for long waves originating in the open, deep Atlantic. As frequency increases, the distributions become wider, suggesting a reduced effect of refraction and an increase in dominance of other wave processes and local wind as wave generating and transforming mechanisms. At high frequencies (bottom row), peak directions range from about 70 to -80 deg, almost across the whole horizon.

217. When directional distributions identified as multimodal are removed, the set of distributions of peak direction become those shown in Figure 26. Since most of the low-frequency distributions are unimodal (from Figure 23), the results are little changed from Figure 25 for these frequencies. In fact, little significant change is seen at all except at the highest frequencies (bottom row). In these cases, the number of samples has dropped
Figure 25. Frequency-by-frequency distributions of peak direction using all data
Figure 26. Frequency-by-frequency distributions of peak direction using only unimodal data
significantly since there are few unimodal directional distributions at high frequencies (see Figure 23). Compared to Figure 25, it appears that the tendency is for unimodal, high-frequency directional distributions to have peaks more nearly around the shore-normal direction. Overall, however, the differences between Figures 25 and 26 are slight.

**Directional Spread**

218. Figure 27 shows the distribution of directional spreads $\Delta \theta_n$ where all data are considered. A distribution of $\Delta \theta$ is given for each frequency which is identified through the subscript $n$. The interest here is how these distributions compare to each other and to the distribution of bulk spread parameter shown in Figure 16. At the low frequencies (except the lowest) in Figure 27, the range of spreads is from about 15 to 50 deg. The peaks of the spread distributions at low frequencies is in the range 25 to 30 deg. As frequency increases, the range of spreads increases and the peaks in the distributions shift to greater values. At the highest frequencies (bottom row), spreads range from about 5 deg to 90 deg and peaks in the distributions are in the region 40 to 45 deg.

219. Compared to the bulk results of Figure 16, where the range was 20 to 60 deg and the peak was at 40 deg, it is seen that low frequencies have a narrower range with lower peak values. Higher frequencies have a wider range with slightly higher peak values. In composite, which results in the bulk spread estimates, the ranges and peaks are averaged (by integrating the frequency-direction spectrum with respect to frequency) so that the net result falls between the extremes. At none of the frequencies are the distributions exceptionally different from the bulk result; that is, all spread distributions are single-peaked, most of the cases fall in the range 20 to 60 deg, and most probable spread angles are in the range 25 to 45 deg.

220. It is noted that here, again, there are very few cases with very small directional spreads. Thus, these wave fields are far from uni-directional, a result consistent with the bulk representation. In the high frequencies at the bottom part of Figure 27, there is a tendency for an increase in the incidence of very broad spreads, with a significant number exceeding 60 deg at the highest frequencies. These large spreads are likely
Figure 27. Frequency-by-frequency distributions of directional spread using all data
due to multimodal directional distributions where modes are widely separated. This condition causes $\Delta \theta_n$ to become quite large.

221. If the data are restricted to unimodal cases, the incidence of broad spreads is reduced, as evidenced in Figure 28. Most of the directional distributions are unimodal at the low frequencies (Figure 23) so the spread distributions are little changed. At high frequencies, however, the effect of eliminating multimodal distributions is to cause spread distributions to become more like those at middle frequencies. The range of spreads is from about 10 to 60 deg, and peaks in the distributions are in the range from about 35 to 40 deg.

222. In summary, Figures 25 to 28 indicate that low-frequency wind waves tend to arrive from the shore normal to slightly south of shore-normal directions, and their directional distributions tend to be slightly narrower than the bulk results of Figure 16. Ranges of peak direction and directional spread tend to increase with increasing frequency. High-frequency wind waves tend to arrive from anywhere on the (180-deg) horizon and, for full 180-deg directional distributions, can have a characteristic spread of energy up to 90 deg. Wave fields with unimodal directional distributions tend to display a similar behavior in peak direction but a more uniform behavior of directional spreads from frequency to frequency. Unidirectional wave fields are extremely rare (in this data set) at any wind wave frequency. Overall, the directional spread properties at each frequency, especially in the unimodal cases, is not very different from the bulk properties shown in Figure 16.
<table>
<thead>
<tr>
<th>Frequency (Hz)</th>
<th>Cases</th>
</tr>
</thead>
<tbody>
<tr>
<td>f = 0.054</td>
<td>743 Cases</td>
</tr>
<tr>
<td>f = 0.064</td>
<td>885 Cases</td>
</tr>
<tr>
<td>f = 0.074</td>
<td>960 Cases</td>
</tr>
<tr>
<td>f = 0.083</td>
<td>1001 Cases</td>
</tr>
<tr>
<td>f = 0.093</td>
<td>1036 Cases</td>
</tr>
<tr>
<td>f = 0.103</td>
<td>1022 Cases</td>
</tr>
<tr>
<td>f = 0.113</td>
<td>1017 Cases</td>
</tr>
<tr>
<td>f = 0.123</td>
<td>987 Cases</td>
</tr>
<tr>
<td>f = 0.132</td>
<td>902 Cases</td>
</tr>
<tr>
<td>f = 0.142</td>
<td>776 Cases</td>
</tr>
<tr>
<td>f = 0.152</td>
<td>893 Cases</td>
</tr>
<tr>
<td>f = 0.162</td>
<td>806 Cases</td>
</tr>
<tr>
<td>f = 0.171</td>
<td>763 Cases</td>
</tr>
<tr>
<td>f = 0.181</td>
<td>723 Cases</td>
</tr>
<tr>
<td>f = 0.191</td>
<td>634 Cases</td>
</tr>
<tr>
<td>f = 0.201</td>
<td>712 Cases</td>
</tr>
<tr>
<td>f = 0.210</td>
<td>666 Cases</td>
</tr>
<tr>
<td>f = 0.220</td>
<td>636 Cases</td>
</tr>
<tr>
<td>f = 0.230</td>
<td>601 Cases</td>
</tr>
<tr>
<td>f = 0.240</td>
<td>530 Cases</td>
</tr>
<tr>
<td>f = 0.250</td>
<td>460 Cases</td>
</tr>
<tr>
<td>f = 0.259</td>
<td>418 Cases</td>
</tr>
<tr>
<td>f = 0.269</td>
<td>353 Cases</td>
</tr>
<tr>
<td>f = 0.279</td>
<td>272 Cases</td>
</tr>
<tr>
<td>f = 0.289</td>
<td>223 Cases</td>
</tr>
<tr>
<td>f = 0.298</td>
<td>202 Cases</td>
</tr>
<tr>
<td>f = 0.308</td>
<td>168 Cases</td>
</tr>
<tr>
<td>f = 0.318</td>
<td>114 Cases</td>
</tr>
</tbody>
</table>

Figure 28. Frequency-by-frequency distributions of directional spread using only unimodal data
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223. Up to this point, the directional characteristics of the present observation set have been described with parameters derived from the frequency-direction energy distributions. Of paramount importance are the shapes of the distributions themselves. These are required for accurate definitions in physical and numerical models. They are also critical for the advancement of wave theory, which must account for observed distribution shapes if such shapes are different from what has been proposed in the past. Furthermore, if observed frequency-direction spectra can be characterized by a simple class of functions, then these functions can be used as elementary building blocks to construct or characterize any, even the most complex, observed sea states.

Data Reduction

224. This section describes a basic first examination of the shapes of naturally occurring directional distribution functions. A rational first assumption is that the observed distributions identified as unimodal represent the most basic units of directional structure. It can be assumed, then, that multimodal distributions are simply a collection of superimposed unimodal distributions having different energy level and directional positioning parameters. Hence, attention is focused on the shapes of unimodal distributions.

225. The data examined are the set of directional distribution functions \( D(f_n, \theta_m) \) defined by Equation 13. Since these are the frequency-direction spectral densities \( S(f_n, \theta_m) \) divided by the frequency spectral densities \( S(f_n) \), the first step in data reduction has taken place. That is, the effect of variable total energy has been removed. Since the normalization is unique at each frequency, the resulting distributions must be considered on a frequency-by-frequency basis, at least initially. The potential data set consists of 1,046 directional distributions for each of 28 frequencies.

226. The number of cases is reduced by requiring acceptable distributions to be unimodal. This results in a different number of samples at each frequency, as indicated in Figure 23. For instance, almost all the
distributions at frequencies near 0.10 Hz survive this decimation, but only about 10 percent of the highest frequency cases are retained.

227. In an initial attempt to classify the distributions, the directional spread parameter \( \Delta \theta_n \) alone was used. Classification was done for each frequency \( f_n \) separately. This approach would result in the simplest possible classification in that the directional distributions could all be defined by specifying a single parameter, directional spread. Determining the adequacy of this approach is important because at least two investigations of directional distribution have characterized results with a single parameter. Mitsuyasu et al. (1975) used the function proposed by Longuet-Higgins, Cartwright, and Smith (1963) of the form

\[ D(f, \theta) = G(s) |\cos^2(\theta - \theta_o)|^{2s} \]  

(31)

where \( s \) is the single parameter (which can vary with \( f \) ), \( \theta_o \) is the distribution peak direction, and \( G(s) \) is a coefficient given by

\[ G(s) = \frac{2^{2s}}{360 \ \text{deg}} \frac{\Gamma^2(s+1)}{\Gamma(2s+1)} \]  

(32)

where \( \Gamma \) is the gamma function (see Abramowitz and Stegun 1970). The coefficient \( G(s) \) satisfies requirement of unit area under \( D(f, \theta) \). The definition given here differs slightly from that given by Mitsuyasu et al. (1975) in that it has been converted to units of \( \text{deg}^{-1} \) to conform to the system of units used in this report. Their definition is in units of \( \text{radians}^{-1} \). Donelan, Hamilton, and Hui (1985) proposed a function of the form

\[ D(f, \theta) \propto \text{sech}^2[\beta(\theta - \theta_o)] \]  

(33)

The free parameter in this function is \( \beta \) which may depend on frequency. A coefficient is needed on the right side of Equation 33 to give unit area under \( D(f, \theta) \). Each of these models is a function, symmetric about \( \theta_o \), which depends on a single parameter. It would be most fortunate if the data in the present set fit one of these models.

228. To test this hypothesis, data were grouped by 2-deg increments of \( \Delta \theta_n \), shifted along the direction axis by the angle \( \bar{\theta}_n \), and averaged.
This provided a composite mean (and standard deviation) distribution for the spread class and frequency considered. The angle $\bar{\theta}_n$ is defined by Equation 19. It has the important property that it aligns the directions bounding the central half of the energy in each distribution rather than the distribution peaks. Since it is an integral property (relying on all data in a distribution), it is more stable than a single point (the peak value) in a distribution. Variations of the peaks or tails of the distributions will become obvious in the composite distribution, the test of adequacy of the classification scheme.

229. For distributions with small spreads, the scheme works reasonably well, as illustrated in Figure 29, which represents a composition of data with frequency 0.054 Hz and directional spread in the range 20 to 22 deg. Figure 29a shows the mean (solid line) plus and minus one standard deviation (dashed lines) of the set of 29 cases with distributions shown in the spaghetti plot of Figure 29b. The composite is well defined, is reasonably symmetric, has no severe outlier points in Figure 29b; and the standard deviation varies, at most, by about 10 percent of the distribution maximum.

230. However, with intermediate and high directional spreads, it becomes evident that the distributions do not collapse well to a single representative composite. This is illustrated in Figure 30, which shows the data from 80 cases at frequency 0.103 Hz and directional spread in the range 40 to 42 deg. Mean and standard deviation curves are shown in Figure 30a. Here, the standard deviation shows significant fluctuations in the vicinity of the composite peak. The most obvious discrepancy is that the distribution peaks in Figure 30b do not coincide but rather scatter as much as 30 deg on either side of the central direction (0 deg). Since all samples have been aligned at the directional spread boundaries, the differences must be that the distributions are asymmetric.

231. This result suggests that a more refined classification of the distributions is necessary. The additional parameter chosen for this was the asymmetry parameter $A_n$ defined by Equation 18. It gives an indication of how rapidly a distribution rises on one side relative to the other. The data were regrouped within classes of directional spread $\Delta \theta_n$, asymmetry $A_n$, and averaged as before. This was done separately for data from each frequency $f_n$. 
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20 $\deg \leq \Delta \theta_n < 22 \deg$

29 Cases $n = 1$ $f_n = 0.054$ Hz

Figure 29. Composite directional distribution for a case with narrow spread
Figure 30. Composite directional distribution for a case with intermediate spread
232. A typical $\Delta \theta_n$, $A_n$ grouping is shown in Figure 31, which shows the composition means (solid lines) plus and minus one standard deviation (dashed lines) for data with $\Delta \theta_n$ in the range 38 to 42 deg and $A_n$ in the range $-0.69$ to $-0.36$ for each of the 28 frequencies. To obtain more samples in each class, the width of the directional-spread classes was increased from 2 to 4 deg. The odd limits on the asymmetry class arise because data were grouped in even increments of the exponent function of $A_n$. In this case, $0.5 < \exp(A_n) < 0.7$. Frequency and number of cases in each composite are shown in the upper-right corner of each subplot. Subplots with no curves have fewer than two cases (for which no standard deviation could be computed).

233. The most interesting aspect of Figure 31 is that the distributions appear to be about the same for all frequencies when classified by just the two parameters $\Delta \theta_n$ and $A_n$. All rise sharply on the left and decay slowly with a minor lobe of energy on the right. This result suggests that directional distributions can occur with similar shapes at all frequencies. The same behavior was observed in graphs (not shown here) of composite distributions for all classes of directional spread and asymmetry. This means that composite shapes can be constructed using data from all frequencies. Classification is then only by directional spread and asymmetry (two parameters), and not by frequency.

234. Figure 31 also shows that there is more scatter (larger standard deviations) in the results for the highest frequencies, partly because there are fewer cases at these frequencies. The scatter may also be due to noise which becomes important at low wave energy. As discussed in Part VII, low signal-to-noise ratios lead to a degradation of directional spectral estimates. To ensure that reasonably large-signal data were used in subsequent composites, the set of distributions was further decimated by requiring frequency spectral density to be well above signals associated with limits of instrument accuracy and signal discretization. Both of these were approximately the equivalent of 0.005 m of water in a static water column. A value of twice this, 0.01 m, was used to distinguish low-energy signals. This cutoff squared times the frequency-dependent pressure response function and divided by the resolution bandwidth $df (= 0.00977$ Hz) provided the value of $S(f_n)$ below which data were excluded. At the lowest frequency, data with $S(f_1) < 0.01$ m$^2$/Hz were excluded. At the highest frequency, this increased to the exclusion of data with $S(f_{28}) < 1.73$ m$^2$/Hz. Of the total 29,288
### Table

<table>
<thead>
<tr>
<th>Frequency Range</th>
<th>Cases</th>
</tr>
</thead>
<tbody>
<tr>
<td>38 deg &lt; Δθ &lt; 42 deg</td>
<td>13 Cases</td>
</tr>
<tr>
<td>f_1 = 0.054 Hz</td>
<td>13 Cases</td>
</tr>
<tr>
<td>f_2 = 0.064 Hz</td>
<td>1 Case</td>
</tr>
<tr>
<td>f_3 = 0.074 Hz</td>
<td>1 Case</td>
</tr>
<tr>
<td>f_4 = 0.083 Hz</td>
<td>1 Case</td>
</tr>
<tr>
<td>-0.69 &lt; A_n &lt; -0.36</td>
<td>5 Cases</td>
</tr>
<tr>
<td>f_5 = 0.093 Hz</td>
<td>5 Cases</td>
</tr>
<tr>
<td>f_6 = 0.103 Hz</td>
<td>18 Cases</td>
</tr>
<tr>
<td>f_7 = 0.113 Hz</td>
<td>17 Cases</td>
</tr>
<tr>
<td>f_8 = 0.123 Hz</td>
<td>25 Cases</td>
</tr>
<tr>
<td>0.132 Hz</td>
<td>29 Cases</td>
</tr>
<tr>
<td>f_9 = 0.142 Hz</td>
<td>37 Cases</td>
</tr>
<tr>
<td>f_10 = 0.152 Hz</td>
<td>36 Cases</td>
</tr>
<tr>
<td>f_11 = 0.162 Hz</td>
<td>34 Cases</td>
</tr>
<tr>
<td>0.171 Hz</td>
<td>27 Cases</td>
</tr>
<tr>
<td>f_12 = 0.181 Hz</td>
<td>27 Cases</td>
</tr>
<tr>
<td>f_13 = 0.191 Hz</td>
<td>34 Cases</td>
</tr>
<tr>
<td>f_14 = 0.201 Hz</td>
<td>32 Cases</td>
</tr>
<tr>
<td>0.210 Hz</td>
<td>20 Cases</td>
</tr>
<tr>
<td>f_15 = 0.220 Hz</td>
<td>24 Cases</td>
</tr>
<tr>
<td>f_16 = 0.230 Hz</td>
<td>11 Cases</td>
</tr>
<tr>
<td>f_17 = 0.240 Hz</td>
<td>14 Cases</td>
</tr>
<tr>
<td>0.250 Hz</td>
<td>8 Cases</td>
</tr>
<tr>
<td>f_18 = 0.259 Hz</td>
<td>3 Cases</td>
</tr>
<tr>
<td>f_19 = 0.269 Hz</td>
<td>6 Cases</td>
</tr>
<tr>
<td>f_20 = 0.279 Hz</td>
<td>5 Cases</td>
</tr>
<tr>
<td>0.289 Hz</td>
<td>5 Cases</td>
</tr>
<tr>
<td>f_21 = 0.298 Hz</td>
<td>7 Cases</td>
</tr>
<tr>
<td>f_22 = 0.308 Hz</td>
<td>0 Cases</td>
</tr>
<tr>
<td>f_23 = 0.318 Hz</td>
<td>1 Case</td>
</tr>
</tbody>
</table>

### Figure 31.
Frequency-by-frequency composite distributions showing mean (solid line) plus and minus one standard deviation (dashed lines) for given ranges of spread and asymmetry.
directional distributions available (1,046 frequency-direction spectra multiplied by 28 frequencies per spectrum), only about half (14,218 distributions) remained after this discrimination procedure. However, some assurance was obtained that noisy (low-resolution) data were eliminated, and some compensation was gained by being able to group data from all frequencies.

235. Directional distributions were grouped a third time and composite curves constructed. Thirteen classes of directional spread parameter \( \Delta \theta \) were used, ranging from 10 to 62 deg in 4-deg arcs. The frequency subscript \( n \) is dropped because samples from all frequencies are grouped together. Twelve classes of asymmetry were used. Because of the way asymmetry is defined in Equation 18, a distribution with one value of asymmetry which is positive should be the mirror image of a distribution with the same magnitude of asymmetry but which is negative. Hence, the 12 asymmetry classes were in terms of the magnitude of asymmetry \(|A|\), ranging from 0.0 to 1.2 in bands of 0.1. A distribution with negative asymmetry was reversed about the central (0-deg) direction after being shifted by the centering angle \( \bar{\theta} \) and before being summed in the composite. All composite curves are thus computed as if they had positive asymmetry, but a count is kept of the number of positive and negative contributions.

**Resulting Shapes**

236. Results are illustrated in Figures 32 to 44. One figure is shown for each of the 13 classes of directional spread. The total number of cases is 14,218. The largest number of cases contributing to any one class is 708 (in Figure 37, 30 deg < \( \Delta \theta \) < 34 deg, for the class with lowest asymmetry, \( 0.0 < |A| < 0.1 \)). Classes with fewer than two cases are not graphed, as no standard deviation could be computed.

237. All classes are shown to illustrate the range of shapes discovered, the transition of shapes between spread and asymmetry classes, the nature of the structure which gives rise to asymmetric distributions, and, through the case counts, the relative importance of each class. Classes with the smallest asymmetries (\( 0.0 < |A| < 0.1 \), in the upper-left subplot of each figure) have shapes most nearly like the symmetric models. This special subgroup is called the *symmetric class* of distributions. Asymmetry occurs in the remaining distributions as the result of a lobe of energy which appears to
Figure 32. Composite directional distribution functions for spread parameter in the range 10 to 14 deg and for all asymmetry classes.
Figure 33. Composite directional distribution functions for spread parameter in the range 14 to 18 deg and for all asymmetry classes
Figure 34. Composite directional distribution functions for spread parameter in the range 18 to 22 deg and for all asymmetry classes.
Figure 35. Composite directional distribution functions for spread parameter in the range 22 to 26 deg and for all asymmetry classes.
Figure 36. Composite directional distribution functions for spread parameter in the range 26 to 30 deg and for all asymmetry classes.
Figure 37. Composite directional distribution functions for spread parameter in the range 30 to 34 deg and for all asymmetry classes
Figure 38. Composite directional distribution functions for spread parameter in the range 34 to 38 deg and for all asymmetry classes
Figure 39. Composite directional distribution functions for spread parameter in the range 38 to 42 deg and for all asymmetry classes.
Figure 40. Composite directional distribution functions for spread parameter in the range 42 to 46 deg and for all asymmetry classes.
Figure 41. Composite directional distribution functions for spread parameter in the range 46 to 50 deg and for all asymmetry classes.


<table>
<thead>
<tr>
<th>50 deg &lt; (\Delta\theta) &lt; 54 deg</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0 &lt;</td>
</tr>
<tr>
<td>32 Cases (19 Pos., 13 Neg.)</td>
</tr>
<tr>
<td>0.3 &lt;</td>
</tr>
<tr>
<td>96 Cases (10 Pos., 86 Neg.)</td>
</tr>
<tr>
<td>0.6 &lt;</td>
</tr>
<tr>
<td>29 Cases (7 Pos., 22 Neg.)</td>
</tr>
<tr>
<td>0.9 &lt;</td>
</tr>
<tr>
<td>5 Cases (1 Pos., 4 Neg.)</td>
</tr>
</tbody>
</table>

Figure 42. Composite directional distribution functions for spread parameter in the range 50 to 54 deg and for all asymmetry classes
Figure 43. Composite directional distribution functions for spread parameter in the range 54 to 58 deg and for all asymmetry classes
Figure 44. Composite directional distribution functions for spread parameter in the range 58 to 62 deg and for all asymmetry classes
one side of the distribution peak. As shown in Figures 32 to 44, it is on the left, but the negative contributions, reflected in these figures, have a lobe on the right. It is not pronounced in the two groups with smallest spread (Figures 32 and 33) because the arcs bounding the second and third quarters of the energy (the ratio of which leads to the asymmetry parameter) are very small. The effect of asymmetry in these two figures is visible as a more gradual decay of the distribution on the left side as compared to the right side.

238. This effect becomes slightly more pronounced in the next two spread groups (Figures 34 and 35), especially at higher asymmetries (bottom two rows of each figure). Here, there is a suggestion of a distinct change in the decay rates to the left of the distribution peaks. A better-defined lobe of energy becomes apparent throughout the next four spread groups (Figures 36, 37, 38, and 39). Seen as a small secondary maximum in the distributions, it is strongest at high asymmetries. It becomes more pronounced at lower asymmetries as spread increases (i.e., in the sequential progression from Figure 36 to 39). As a group, this set of four figures represents the most common directional distributions. Based on case count, about 66 percent of the low-noise, unimodal distributions are represented in these figures. The range of spread parameter included in this set is $26 \text{ deg} < \Delta \theta < 42 \text{ deg}$, consistent with the peak in distribution of spread parameter found in Parts VI and VIII. Figures 36 to 39 illustrate that asymmetry, as a subdivision beyond spread, is an important classifier of directional distributions.

239. In the next two spread-parameter groups (Figures 40 and 41), the side lobe becomes even more pronounced. It appears in the lowest-asymmetry class (upper-left subplot) as a distinct increase in curvature at the shoulders of the distribution curves. It also becomes apparent that asymmetry cannot be ignored. If, in the interest of modeling, the symmetric distribution (upper-left subplot) is forced to represent the remainder of the classes in each of the two groups shown in Figures 40 and 41, two important errors occur. First, if the symmetric distribution is centered at the peaks of the remaining distributions, the overall energy distribution would be shifted by about 20 deg. This is a typical angular difference between the middle of the energy distributions (0 deg in the plots) and the distribution peaks. This angle is about the same size as one direction bin used in much of the Wave Information Study (WIS) results (Ragsdale 1983). A shift in energy direction
by this amount could have a significant influence on any subsequent engineering study. Second, energy levels and directional locations are very different as asymmetry increases. Energy density is more than twice as high at the peaks of the most asymmetric classes (lower-right subplots) than it is at the peak of the symmetric class (upper-left subplot) at the same spread. Though the two groups represented by Figures 40 and 41 include only about 3.3 percent of the data (based on case count), the same types of behavior are evident in the most common groups shown in Figures 36, 37, 38, and 39.

240. The groups with the greatest spread (Figures 42, 43, and 44) show a continuation of the trends just described. They are relatively uncommon, representing only about 1.2 percent of all cases, but they do suggest the large-spread asymptotes of directional shapes. Here, the extreme shift in peak direction is about 30 deg relative to center-of-energy direction (Figure 44). The symmetric members of this group are characterized by broad, relatively flat peaks in the directional distributions; that is, the energy density is nearly uniform over a span ranging from about 60 deg in Figure 42 to about 80 deg in Figure 44.

241. This property illustrates a problem in trying to characterize distributions with a parameter denoting peak direction. Compared with the narrow distributions (Figures 32, 33, and 34, for example) which have well-defined peak directions, the broad, symmetric distributions of Figures 42, 43, and 44 have rather diffuse peaks. In two of these cases (Figures 42 and 43), peak directions deduced from the solid lines occur on distribution shoulders. This shifts the angle which might be called peak direction by 30 to 40 deg from the center of the energy distributions (0 deg on the \( \theta \)-axis). Such curves are much less ambiguously characterized by integral measures of energy distribution such as the derived parameters \( \Delta \theta \), \( A \), and \( \hat{\theta} \) used in this report.

242. There is natural concern that the distributions classified here as asymmetric are not common, but occur so rarely that they may be ignored in practical application. If this was true, only the symmetric curves would need to be considered, and the bulk of data could be characterized with directional spread alone. Based on the case counts, this does not appear to be true. Symmetric distributions (as defined here) occur in only about 24 percent of all cases and in about 26 percent of the most common cases (Figures 36, 37, 38, and 39). If the first nonsymmetric classes are added to the symmetric
classes as being nearly symmetric, the fractions increase to about 47 percent for all cases and about 50 percent for the most common cases. This result means that at least half of the distributions have sufficient asymmetry that they cannot be ignored. Given the energy positioning and density errors that can occur by ignoring asymmetry, as discussed above, this suggests strongly that asymmetry should be included in modeling and engineering structural response studies.

Applicability of the Model of Longuet-Higgins, Cartwright, and Smith (1963)

243. The characteristic directional distribution functions shown in Figures 32 to 44 are in the form of empirical results. Ideally, these results would be fitted with analytic functions so they could be easily incorporated in process models and so that better interpolation could be done for more concise distribution definitions given specific spread and asymmetry parameters. While this has not yet been done, a subset of the results can be compared to an existing model for directional distributions. The subset consists of those classes identified as symmetric, i.e., those with $0.0 < |A| < 0.1$ (small asymmetry). As members of the low-asymmetry asymptote of the overall group of classes, their shapes depend only on one parameter, directional spread. These symmetric shapes can be compared to the one-parameter model proposed by Longuet-Higgins, Cartwright, and Smith (1963) and defined by Equations 31 and 32.

244. Figure 45 illustrates the shapes of several members of this class of function. In this model, directional spread is determined indirectly by the parameter $s$. As $s$ increases, the spread becomes smaller. Heights of the distribution peaks necessarily become larger with increasing $s$ to satisfy the constraint of unit area under the distribution. To see if this class of function can represent the present empirical observations, curves are fitted to the data in each spread class by varying the parameter $s$. Least square difference between curve and data is used as the fitting criterion.

245. Figure 46 illustrates the results of this fitting procedure. One subplot is shown for each of the 13 classes of directional spread. Data mean values are shown as solid circles spaced at 2-deg intervals. Variations of one standard deviation of the data about its mean values are shown as dashed
Figure 45. Examples of model directional distribution function proposed by Longuet-Higgins, Cartwright, and Smith (1963) for several values of parameter $s$

Directional spread classification and value of fitted parameter $s$ are listed in each subplot.

246. Examination of Figure 46 reveals that the model characterizes the data quite well for spread parameter in the range $22 \deg < \Delta \theta < 34 \deg$. At all spreads narrower than this, $10 \deg < \Delta \theta < 22 \deg$, the fitted curves might be considered reasonable. They underestimate the distribution peaks, by as much as about 10 percent for the narrowest class, and fall off faster than the distribution tails. Fitted curves could resolve the peaks better by restricting the set of fitted data to peak regions of the direction axis (near 0 deg). This would make the model distributions narrower still, which would degrade the fit on the tails of the observed distributions. Since these tails are regions of low energy, this approach would allow the model to characterize data at these spreads with reasonable verity.
Figure 46. Results of fitting model curve (solid line) to composite mean of symmetric observations (dots) (dashed lines show one standard deviation about mean data)
247. For directional spreads greater than 34 deg, the character of the observed distributions seems to differ from the model curves. The composite data appear to evolve relatively flat distributions in the ranges of their maximum values, high curvature at the ends of these ranges, and tail distributions that appear less dependent on directional spread than the model distributions. It is difficult to assert with much confidence that this indicated behavior is true. There are few observations at the larger spreads (only six at the largest); and data confidence, as indicated by the standard deviation curves, is not high. Flat regions strongly indicated for the largest spreads are not as wide for slightly smaller spreads where there are more observations and therefore higher confidence.

248. Note that the reference to flat regions means the somewhat sinuous curves at the peaks of the broad distributions. As explained earlier, the IMLE method can result in small lobes of energy which deviate from true distributions, especially where distributions are flat. It could well be that deviations of observations from the fitted model curves are, in these cases, simply an artifact of the data processing algorithm. If this is so, model curves can be considered to approximate the data reasonably well at the larger directional spreads. A proper way to state this is that the model curves are within one standard deviation of the data mean curves (with a few exceptional points) but that the standard deviations are large, approaching 30 percent of mean values in some locations.

249. These results suggest that the model proposed by Longuet-Higgins, Cartwright, and Smith (1963) can give a reasonable characterization of the symmetric directional distributions found in the present data set. However, since the symmetric observations account for only one-quarter to one-half of all observations, the model is not complete. Furthermore, the simple shape of the model does not lend itself to representation of the asymmetric classes of data which account for the other one-half to three-quarters of the observation set. This means that further research is necessary to find a class of mathematical functions with which to characterize these observations. It appears that a reasonable starting point in such research would be an extension or modification of the tested model, subject to the constraint that it revert to the form given by Equation 31 for symmetric distributions of narrow-to-intermediate spreads.
Summary

250. In this section, measured data were examined for systematic order at the level of directional distribution shapes. Using unimodal distributions where low energy cases were excluded as a basis for examination, it was found that the shapes were readily classified by parameters of directional spread and asymmetry. Similar distributions were observed at all frequencies. Classes with low asymmetry were found to conform reasonably well to a one-parameter mathematical function proposed by Longuet-Higgins, Cartwright, and Smith (1963), at least in the low-to-intermediate ranges of spread. Strongly asymmetric distributions, for which this model could not work well, were found to occur in at least half the observations.
PART X: CONCLUSION

251. Guidance for engineering design of coastal structures which can withstand or modify attacking wind waves must ultimately rely on a proper description of sea state. In view of the paucity of complete, shallow-water, sea state observations and the demonstrable importance of wave directionality described by the experiments of Vincent and Briggs (1989) and Kaihatu and Briggs (in preparation), a long-term series of detailed wave field observations has begun at the CERC FRF. A preliminary analysis of 1,046, high-resolution, frequency-direction spectra from the first year of data collection has been done.

252. Directional distribution characteristics of the observed wave fields have been defined in terms of integral properties of the angular distributions of wave energy at three levels of detail: (a) total energy in the form of the integrated direction spectrum, (b) energy at each frequency from subdivision of the frequency-direction spectra, and (c) energy in isolated modes from subdivision of distributions at each frequency. Distribution parameters have been defined in terms of the angles that bound the four quarters of the directional energy distribution at any given level of detail. In particular, a measure of directional spread is the arc bounding the central half of total energy. A measure of the extent to which a distribution is skewed (higher concentration of energy on one side of a distribution) is determined from the ratio of the arc length bounding the second quarter of total energy to the arc length bounding the third quarter.

253. This study consists of basic correlation of parameters and evaluation of information from the observed frequency-direction spectra alone, primarily to isolate the geometric properties of spectral shape. Little consideration was given to wave generation or transformation processes. Working data are the set of observed directional distribution functions and an extensive but obviously necessary set of parameters with which to characterize the observed sea states.

254. In terms of bulk conventional parameters, the observed ocean-wave climate is in the normal ranges of behavior for a shallow, nearshore site adjacent to a broad, shallow continental shelf and subject to forcing by high winds from a preferred quadrant. Bulk peak direction tends to have wide scatter at low energy, reflecting the effects of light, variable winds and
day-to-day, deep-ocean background swell. At high energy, peak directions are
more shore normal, suggesting the influence of refraction on the low-
frequency, energetic waves in well-developed seas. In terms of peak period,
short-period (high-frequency) wave fields tend to arrive from the northeast
quadrant, consistent with patterns of predominant local wave-generating winds.
Long-period wind waves which are likely from distant sources tend to arrive
from shore normal to slightly south of shore normal.

255. The observed range of peak directions is about 70 deg on either
side of shore normal. Characteristic wave heights range from about 0.3 to
4.4 m. Peak periods cover the full range allowed in the effective filtering
by the Fourier analysis used here, from about 3.1 to 18.5 sec. As a whole,
the data set is dominated by day-to-day low-energy observations. Fewer than
10 percent of observations represent storms.

256. One of the most important results of this study is the behavior of
the new parameter characterizing directional spread. It was found never to be
small (no unidirectional wave fields). The range was from about 20 to 60 deg.
For the data set as a whole, there was a well-defined peak in the spread
parameter at about 40 deg. This peak appeared to occur in all sea states,
being nearly independent (statistically) of energy level, peak period, peak
direction, or bulk steepness (as a dimensionless combination of wave height
and wavelength deduced from peak period). Given the sensitivity of system
response to directional spread deduced in the laboratory studies of Vincent
and Briggs (1989) and Kaihatu and Briggs (in preparation), this result is a
strong indication that directional spread must be taken into account in sea
state description.

257. Frequency-by-frequency examination of the data indicates that
roughly a third of all directional distributions are multimodal. Where
multimodal distributions occur, the tendency is for energy to be evenly
distributed among the modes. Though some multimodal distributions at high
frequencies may be attributable to noise contamination, the occurrence is too
high at intermediate frequencies to ignore. This means that multimodal
distributions are a very important aspect of wave directionality. Ignoring
secondary modes in an attempt to simplify the problem is highly likely to give
a poor representation of wave energy. This result indicates that further
study is required concerning this aspect of wave directionality.
258. Examination of peak directions and directional spreads of spectra at the frequency-by-frequency level gives results which tend to verify the characteristic properties found in the bulk parameter analysis. High-frequency waves tend to arrive from a broad range of directions, and low-frequency waves tend to be aligned with the shore-normal direction. Directional spreads at the frequency level tend to have a broader range than that found for bulk spread parameter (20 to 60 deg). Spreads as small as 10 deg and as large as 90 deg are not uncommon. However, peaks in the spread distributions are more tightly constrained. Low-frequency waves have spreads commonly in the 20- to 30-deg range; high-frequency waves are spread commonly in the 40- to 50-deg range. Waves at intermediate frequencies have spreads at intermediate levels, more like the distribution of the parameter characterizing bulk spread. When the data set is restricted to unimodal distributions, the only change in results is that spreads for high-frequency waves tend to become more like those for intermediate frequencies. This means that the spread properties at each frequency are rather like the bulk properties. The occurrence of unidirectional waves (spreads of less than about 10 deg) are extremely rare at any frequency.

259. Finally, a computation has been done to define the fundamental shapes that constitute directional distributions. It was assumed that multimodal distributions can be constructed from properly scaled, unimodal shapes. Low-energy, potentially noisy data were eliminated. About half of all observed distributions remained after application of these constraints. Fundamental shapes were then found from composite means of individual distributions, and classified by spread and asymmetry parameters.

260. The result is a set of well-defined (generally having low standard deviations) empirical functions which illustrate and characterize the way wave energy is distributed in direction. The range of spread parameter is 10 to 62 deg, covering the full range of spreads found in the bulk characterization. It was found that only one-fourth to one-half of the distributions could be considered symmetric (having roughly equally distributed energy on both sides of the peak). The remaining one-half to three-fourths of the cases were strongly asymmetric. This property may be as important as directional spread in modeling coastal processes and computing system responses to coastal modifications. It was found that the symmetric distributions could be reasonably fitted with a mathematical function proposed by Longuet-Higgins,
Cartwright, and Smith (1963), at least for classes with low-to-intermediate spread. This suggests that such a model might serve as a basis for an extended model which includes all of the shapes found.

261. The rather exciting consequences of these results are as follows:
   a. There is not an infinite variety of directional distribution shapes. The composite curves indicate that there is a distinct order in the way wave energy behaves in shallow water.
   b. At least half of all distributions can be represented by a simple, two-parameter mathematical function. It has yet to be defined analytically; but it exists. At a minimum, the empirical shapes published here can be used for modeling even though they are somewhat awkward, being in discrete form.
   c. Quite probably, all of the distributions can be represented by this two-parameter function. By scaling and positioning one of these for each mode in a multimodal distribution, a complete distribution of any degree of modality can be constructed. Consequently, the shapes found in this study may be used as fundamental building blocks with which to construct a complete frequency-direction spectrum. This makes a complete spectrum much easier to characterize than having to consider energy separately at all locations in the frequency and direction domains.
   d. It is evident that asymmetry in the distributions is as important a parameter as directional spread, especially at the larger spreads. While failure to account for it may lead to serious errors in spectral interpretation and model results, the fact that it has been found and quantified in the present results means that this type of structure can be included in future studies.

262. Together, these results and ideas suggest that there is potential to characterize and describe in detail entire classes of frequency-direction spectra with just a few parameters. This would be an extremely useful result for engineering design because it would allow detailed definition of all, including the most destructive, wave environments to be characterized in a simple way. What is striking about the present results is the strong suggestion of order in what could potentially be a highly irregular system.

263. Compared to what is desired for knowledge of wave directionality in shallow water, the present results are clearly of the most rudimentary variety. A great deal of work remains to be done. In the first place, the present results need to be incorporated into the realm of characterizing the detailed structure of complete frequency-direction spectra. This means
ensuring that the shapes found in this first, simple examination apply, as hypothesized, to all directional distributions. Whole spectra then need to be described in terms of these shapes and the resulting patterns examined for common structure. Observed spectra need to be related to the forcing and transformation mechanisms active at the present site. Further studies need to be performed to see how variability in parameters relating to directional spread affects other guidance regarding sea state description. These include wave height distribution models, correlation of frequency-spectral structure with directional structure, and models of the evolution of high-energy (stormy) seas.

264. The present results simply make it clear that such studies are needed. The laboratory studies of Vincent and Briggs (1989) and Kaihatu and Briggs (in preparation) demonstrated the importance of seas with directional spread in shallow, bounded environments typical of Corps projects. The present field studies show that such seas are normal. This introduces a new and more realistic dimension in describing processes affecting coastal engineering design. Results presented here are an initial foray in trying to understand and quantify these processes.
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APPENDIX A: LINEAR ARRAYS - THEORY AND APPLICATION

Introduction

1. This section is intended to provide the reader and/or potential user of the Field Research Facility (FRF) linear array with a fundamental understanding of linear array theory and its application to wind wave directional estimation. The appendix will discuss: (a) bottom-mounted pressure sensors and their limitations, (b) directional information contained in arrays of pressure sensors, and (c) problems in directional resolution and aliasing.

Wave Information from Bottom-Mounted Pressure Sensors

2. Bottom-mounted pressure sensors measure fluctuations about hydrostatic pressure caused by passing surface waves. These fluctuations can be translated to surface elevation using linear wave theory, which indicates how wave-induced pressure fluctuations are attenuated with depth. When a sensor is at a depth of half the wavelength of a surface wave, pressure fluctuations from that wave are so small as to be imperceptible to many pressure sensors. Therefore, the shorter the wavelength (the higher the wind wave frequency), the greater is the pressure attenuation with depth. Since a pressure sensor detects each wave frequency in a composite sea differently, there is no simple equivalence between time series of elevation and pressure. Pressure fluctuations caused by each frequency component of a wind wave field will require a specific surface correction to extract the surface elevation amplitude.

3. Two important points are to be learned from this: (a) if the sensors are placed too deep, high-frequency, small-wavelength wind waves will be filtered out (fluctuations will be too small to be detected at the bottom); and (b) if the interest is not in the bottom pressure field but in surface elevations, a pressure time series must be decomposed into its Fourier coefficients and the coefficients surface corrected to obtain the elevation amplitude for each frequency of wind wave.

4. For this discussion, surface elevation information will be considered in terms of its complex Fourier coefficients (one pair of coefficients for each frequency). The frequency variance spectrum (proportional to and
sometimes called the energy spectrum) of surface elevation can be obtained from these coefficients. Relative phase information, which is used to estimate wave propagation directions, can also be extracted.

Estimating Propagation Direction of a Single Plane Wave with Two Sensors

5. Propagation directional distributions are estimated frequency by frequency, i.e., information at one frequency is assumed to be independent of information at any other frequency. A frequency-direction spectrum is simply the two-dimensional (2-D) presentation of each of these independent directional estimates. Therefore, the following discussion will deal with directional estimation at a single wind wave frequency.

6. Phase difference between sensors is used to estimate wave propagation direction. How propagation direction is extracted from phase is best shown in the simple case of a single plane wave passing through an array of two pressure sensors (Figure A1). The pressure sensors are in a line parallel to the shoreline and are separated by some known distance. A plane wave normally incident to the beach will have its crests and troughs arrive at both sensors at the same time (Figure A1a). Wave signals at the sensors will then have equal phase; and their phase difference will be zero, independent of their longshore separation. If the plane wave is incident at some angle off the normal to the array, one sensor would see wave crests and troughs before the other (Figure A1b). The phase difference would then be nonzero and would depend on the longshore separation of the two pressure sensors.

7. To understand how phase differences can translate to directional angle requires some trigonometry. The water surface $\eta$ of a progressive plane wave is represented as a cosine function,

$$\eta = a \cos(2\pi ft - k \cdot x)$$

(A1)

where $a$ is amplitude, $f$ is cyclic frequency (equal to $1/T$ where $T$ is wave period), $t$ is time, $k$ is wave number vector (having cross-shore and longshore components $k_x$ and $k_y$, respectively), and $x$ is the coordinate location vector (having components $x$ and $y$ as cross-shore and longshore positions, respectively). The $k \cdot x$ term in the cosine argument of Equation A1 is constant if the plane wave is being observed from a fixed
Figure A1. Plan view of waves incident on the array and beach
(x,y) location. This term is identically the phase of the plane wave when \( t = 0 \) for that (x,y) location. Rewriting the plane wave equation by expanding the \( k \cdot x \) term gives

\[
\eta = a \cos(2\pi ft - k_x x - k_y y)
\]

where the wave number and position vectors are converted to component form (Figure A1). The phase term in the cosine argument for \( t = 0 \) and an arbitrary (x,y) location is

\[
\phi = k_x x + k_y y
\]

8. For two sensors located on a line parallel to the shoreline, the offshore coordinates \( x = x_1 \) and \( x = x_2 \) will be the same. The longshore coordinates \( y = y_1 \) and \( y = y_2 \) will differ. The sensors will have the following respective phase terms

\[
\phi_1 = k_x x_1 + k_y y_1 \quad (A4a)
\]
\[
\phi_2 = k_x x_2 + k_y y_2 \quad (A4b)
\]

and phase difference

\[
\Delta \phi = \phi_1 - \phi_2
\]
\[
= k_y (y_1 - y_2) \quad (A5)
\]

since \( x_1 = x_2 \). This phase difference contains the information needed to obtain the propagation direction of the wave. Application of trigonometry to the vector diagram in Figure Alb gives the relation

\[
k_y = k \sin (2\pi \theta/360) \quad (A6)
\]

where \( \theta \) is the plane wave propagation direction (in degrees), measured from shore normal, and \( k \) is the magnitude of the wave number vector \( k \).

Equation A5 then can be written

\[
A4
\]
\[ \Delta \phi = k (y_1 - y_2) \sin \left(\frac{2\pi \theta}{360}\right) \]  \hspace{1cm} (A7)

In Equation A7, \((y_1 - y_2)\) is known, \(\Delta \phi\) is measured with the two sensors (as discussed below), and \(k\) can be found, using linear wave theory, from knowledge of wave frequency (which is also measured with the two sensors). Linear wave theory relates wave number magnitude \(k\) to wave frequency \(f\) and water depth \(d\) through the surface gravity wave dispersion relationship

\[ 4\pi^2 f^2 = gk \tanh kd \]  \hspace{1cm} (A8)

where \(g\) is gravitational acceleration. Thus, the only unknown variable left in Equation A7 is \(\theta\), for which the solution is

\[ \theta = \frac{360}{2\pi} \sin^{-1} \left[ \frac{\Delta \phi}{k(y_1 - y_2)} \right] \]  \hspace{1cm} (A9)

9. In combination, two sensors detect the amplitude and relative phase of a plane wave that passes over them. With a little help from linear wave theory, those data are used to estimate the propagation direction of the plane wave. This is quite a simple result. Obviously, real ocean waves are not that easy to analyze, or two sensors would always be used instead of larger arrays.

Requirements for More than Two Sensors

10. In application of Equation A9, it is desirable to be able to resolve, for example, a wave incident at 20 deg from another at 30 deg. To do this, it is necessary to resolve the phase of the 20-deg incident wave from that of the 30-deg wave. The longshore separation of the sensors is critical in this regard. Defining an ideal gage separation is called the resolution problem. Unfortunately, there is no single ideal separation. This is because the longshore component \(k_y\) of the wave number vector \(k\) is a factor in the phase differences observed by the sensors (Equation A5), and it varies with propagation direction Equation A6).

11. To illustrate this problem, Figure A2a shows a vertical cross-section (along the sensor array) of a wave incident at direction \(\theta_1\) as it
passes by the two sensors. This figure represents a snapshot of the pattern of crests and troughs along the array at, say, \( t = 0 \). Solid circles mark the two sensor locations. The sensor at \( y = 0 \) sees the full amplitude \( a \) of a wave. The sensor at \( y = y_2 \) sees a smaller amplitude \( a \cos(k_y y_2) \), as defined by Equation A2 with both \( x \) and \( t \) set to zero.

12. Figure A2b shows a vertical cross section of the same wave, but it is now incident at direction \( \theta_2 \), where \( \theta_2 < \theta_1 \). Sensor locations are the

\[
\begin{align*}
\text{\( t = 0 \)} & \\
\text{a. large angle from normal} & \\
\end{align*}
\]

\[
\begin{align*}
\text{b. smaller angle from normal} & \\
\end{align*}
\]

Figure A2. Vertical sections through water surface along two-element array (dots) of waves incident at two different angles.
same as in Figure A2a. The wave in Figure A2b, however, has a different $k_y$ in the direction along the array. The signal detected by the sensor at $y = y_2$ is different from that in Figure A2a. To distinguish between the $\theta_1$ and $\theta_2$ propagation directions, the pressure sensors need to be sensitive enough to distinguish the two amplitudes at $y = y_2$. One obvious solution may be to place the sensors farther apart. However, there is a risk of another problem, called aliasing.

13. Aliasing occurs when the sensors are separated by more than half the wavelength of the shortest wave that may be encountered. If this occurs, a short wave cannot be distinguished from a longer wave through the phase information available; both give the same phase difference for a given sensor separation. It is impossible to determine which one is present (Figure A3).

14. At a given frequency, the longshore component of an incident wave is shortest when its direction is 90 deg off the normal. To avoid aliasing, it is necessary to make sure that the sensors are not separated any farther than one-half of this wavelength. The trade-off is that this separation may not be large enough to give the desired directional resolution.

15. Actually, the problem is more severe than that. In a real ocean environment, it is desirable to measure waves at all wind wave frequencies. Resolution of high frequency (short wavelength) waves requires a small sensor separation. Lower frequency (long wavelength) waves will, therefore, be sorely deficient of any directional resolution because, for them, the separation is too small.

16. This situation can be improved by using more than two sensors. The number of sensors required will depend both on the range of wind wave frequencies covered and the degree of directional resolution desired.

Linear Array with Four Sensors

17. This section explains the advantages of using more than two sensors to improve resolution and avoid aliasing. The concept of coincident and quadrature (Co and Quad) computations is introduced for analyzing data from multielement linear arrays. An array of four sensors is considered.

18. The problem becomes one of determining sensor placement so that gage response is optimized. A set of four sensors could be placed so they are separated by equal distances with spacing between adjacent sensors given the
Figure A3. Example of aliasing (the short wave is not aliased) symbol YLAG. By Equation A5, phase differences between equally spaced sensors in a well-behaved wave field are the same. This would lead to three independent but redundant estimates of \( \Theta \) from Equation A9. However, the most serious need is not redundancy but measurement of nonaliased, well-resolved phase differences for all wind wave frequencies.

19. With four, equally spaced sensors, it can be seen that phase differences between the end sensors, whose separation is \( 3 \cdot \text{YLAG} \), can also be detected. While this may give an aliased phase measurement for high-frequency waves, it would provide not only a nonaliased phase for low-frequency waves but also a more effective sensor separation for directional resolution of low-frequency waves. This suggests that better use of the four sensors can be made by trying to make all sensor separations unique. Such an arrangement avoids redundant measurements and provides a variety of spacings which lead to nonaliased, better-resolved phase measurements for a variety of wave frequencies. A good design might be what is referred to as a 1-2-4 array. In this design, the first and second sensors are separated by \( \text{YLAG} \), the second and third are separated by \( 2 \cdot \text{YLAG} \), and the third and fourth are separated by \( 4 \cdot \text{YLAG} \). The total possible combinations of sensor pairs would allow phase estimates from sensors separated by \( (1, 2, 3, 4, 6, \text{and } 7) \cdot \text{YLAG} \). This arrangement increases the range of wind wave frequencies at which good direction resolution can be obtained.

20. The above discussion introduces the concept of lag-space, which is a convenient way to discuss and design linear arrays. Instead of thinking about linear arrays in terms of absolute \((x,y)\) sensor locations, arrays can
be considered in terms of combinations of sensor separations, or lags. The lag axis ranges from a value of 0 (the separation of a sensor with itself) to the length of the array (the separation of the end sensors). It is usually labeled in terms of minimum lag, which is the separation of the two closest sensors. In the case of a 1-2-4 array, the lag unit would be YLAG, and the lag axis would range from 0 to 7·YLAG.

21. A useful mechanism often employed to understand the potential of a linear array is to graph phase differences between sensors as a function of lag separation for ideal waves having various \( L_y \) (longshore component of wavelength, equal to \( 2\pi/k_y \)). To fully appreciate this, some of the details in obtaining phase information from the sensors must be examined.

22. Phase information is extracted from the coefficients of a Fourier series representation of time series of sea surface elevations at wind wave frequencies. A Fourier transform of the plane wave signal given by Equation A2 yields the complex Fourier coefficient

\[
F(f) = a(f) \left[ \cos(k_x x + k_y y) + i \sin(k_x x + k_y y) \right]
\]  
(A10)

where \( i = \sqrt{-1} \) and indicates complex notation.

23. The phase difference between one sensor located at \((x,y_1)\) and a second at \((x,y_2)\) is found from the Fourier coefficients, called \(F_1(f)\) and \(F_2(f)\), respectively, of signals from the two sensors. The product of the Fourier coefficient of one sensor with the complex conjugate of the other is

\[
F_1(f) \cdot F_2^*(f) = [a(f)]^2 \cdot \left[ \cos(k_x x + k_y y_1) + i \sin(k_x x + k_y y_1) \right] \\
\cdot \left[ \cos(k_x x + k_y y_2) - i \sin(k_x x + k_y y_2) \right]
\]  
(A11)

where the asterisk (*) denotes complex conjugation. With some trigonometry this can be written as

\[
F_1(f) \cdot F_2^*(f) = [a(f)]^2 \cdot \left[ \cos(k_y(y_1 - y_2)) + i \sin[k_y(y_1 - y_2)] \right]
\]  
(A12)

24. The terms in braces contain the phase difference information. The real part of Equation A12 is the in-phase or coincident component and the imaginary part is the quadrature component. These are commonly called the Co and Quad terms, respectively. Note that these terms are modulated by sensor
separation \((y_1 - y_2)\) in Equation A12. A little more trigonometry reveals

\[
\tan^{-1}\left(\frac{\text{Quad}}{\text{Co}}\right) = \tan^{-1}\left(\frac{\sin[k_y(y_1 - y_2)]}{\cos[k_y(y_1 - y_2)]}\right)
\]

\[
= k_y (y_1 - y_2)
\]

\[
= \Delta \phi
\]  

(A13)

where \(\Delta \phi\) is the same as that expressed in Equation A5.

25. Note that if the Fourier coefficient of one sensor is multiplied by its own complex conjugate, Equation A12 reduces to an expression for the squared amplitude (variance) at that frequency, since \(y_1 = y_2\). The in-phase, cosine term would have a value of one and the quadrature, sine term would be zero, indicating, correctly, that the sensor is completely in-phase with itself.

26. The phase characteristics of a multi-directional wave field are more easily interpreted if one examines the Co and Quad components of Equation A12 instead of the phase term of Equation A13. The Co and Quad terms can be graphed in terms of the array lag space. To illustrate this, Figure A4a shows a snapshot of a plane wave passing through a 1-2-4 array. The sinusoid is a cross section of the pattern of crests and troughs along the array as a function of absolute \((x, y)\) coordinates. The Co and Quad plots for the same wave are shown in Figure A4b and A4c, respectively. The crests and troughs of the Co plot indicate lag separations where signals from two sensors would be in-phase and 180 deg out of phase, respectively. Similarly, the crests and troughs of the Quad plot indicate sensor separations where signals would be 90 and 270 deg out of phase, respectively.

27. The Co and Quad plots of a single plane wave are sinusoids with wavelengths equal to the longshore component of the incident wavelength; that is, they provide an estimate of \(k_y\). Knowledge of \(k_y\), \(f\), and \(d\) allows an estimate of \(\theta\) by way of Equations A6 and A8. This shows how all the sensor separations may be used together to get an estimate of the longshore wavelength of an incident wave and, from this, its propagation direction.
Figure A4. Coincident and quadrature spectra in terms of array lag space
28. The advantage of a multi-element linear array is that it gives phase measurements from many different sensor separations. Whereas some of these separations may be too small or too large to use in Equation A9, the sinusoidal patterns in the Co and Quad plots show that all phase differences from all sensor separations can be used. This avoids the aliasing problem for short waves (as long as the minimum gage spacing is small enough) and allows good resolution of longer waves (if the overall array is long enough). Expected patterns in Co and Quad plots allow the fitting of model curves to Co and Quad data. This improves resolution since multiple samples of the wave directional pattern are realized in the Co and Quad data.

Directional Spectra from Longshore Wave Number Estimates

29. To this point, discussion has been about the contents of the Co and Quad data for a single plane wave incident on the array. Nature does not work like that; a real wave field contains a directional distribution of waves incident on an array. The Co and Quad plots would then contain a superposition of longshore wavelength signatures of all the incident waves, with each signature representing a directional angle of incidence. To resolve these directions, it is necessary to decompose the Co and Quad plots into a variance distribution as a function of longshore wave number (or directional angle) of the total wave field.

30. This is the same problem encountered when a time series is decomposed into cosines and sines (Fourier components) in order to estimate the frequency distribution of variance (or wave energy). A reasonable approach might be to decompose the Co and Quad data into Fourier components. However, there are physical restrictions that make this approach untenable.

31. For Fourier analysis of the Co and Quad data to work, the full length of the array must be at least equal to the longest longshore wavelength to be resolved. Everything would be in good shape if wind waves all traveled parallel to the shore. For wind waves in the frequency range 0.05 to 0.33 Hz and in a nominal water depth of 8 m, the largest wavelength to be resolved would be 175 m. An array of this length can be constructed easily. However, wind waves typically do not travel parallel to the shore so longshore wavelengths to be resolved are much larger.
32. For instance, if a 0.05-Hz wave was incident at 10 deg from shore normal, its longshore wavelength would be about 1 km. This means an array of length 1,000 m would be needed to distinguish this wave from one that was normally incident. Additionally, some sensor separations would have to be as small as 10 m to avoid aliasing high-frequency, shorter waves. Hence, use of Fourier analysis in directional estimation would require an unrealistic number of sensors and an extremely challenging gage installation and maintenance program.

33. For this reason, alternate analysis methods known as high-resolution estimators must be used to estimate longshore wave number and directional content of signals at an incident wind wave frequency. These methods are capable of resolving wavelengths that are approximately three times the array length. This allows wave directional estimation to be performed with an array of reasonable length. High-resolution methods are somewhat complicated mathematically, and care is required when implementing them and interpreting their estimates. Nonetheless, with proper use, these methods have proven extremely effective in yielding reliable directional spectral estimates of wind waves incident on a beach. Details of high-resolution estimators are not given here but can be found in the literature. One of the classic approaches is described by Davis and Regier (1977). An improved adaptation of this is derived by Pawka (1983). A summary of both these methods is in the paper by Oltman-Shay and Guza (1984).

Linear Array with Nine Pressure Sensors

34. The FRF linear array consists of nine bottom-mounted pressure sensors placed along the 8-m, shoreline parallel contour. A tenth sensor was placed 5 m offshore of the main array to form a slope (or Sxy) array in combination with two of the linear array sensors.

35. Historical records at the FRF field site indicate that peak wind wave frequencies typically fall within the 0.06- to 0.35-Hz range (2.8- to 16-sec periods). To measure the high-frequency waves with bottom-mounted pressure sensors, the sensors must be in rather shallow water because of the

* Sources of these works are given in the References of the main body of this report.

A13
signal attenuation problem. Conversely, the sensors should also be outside the surf zone so that linear wave theory can be used with some confidence. It was determined that the 8-m contour was the shallowest deployment site which was also outside of the surf zone in typical storm conditions. Pressure sensing elements are mounted approximately 1 m above the bottom and so are at a nominal depth of 7 m. Attenuation of surface wave signals at this depth is such that the signal-to-noise ratio of the pressure sensors permits observation of waves with frequencies up to 0.33 Hz.

36. Figure A5 maps the relative locations of all 10 sensors. The full array length is 255 m. The minimum sensor separation is 5 m. In light of the lag-increment naming of the four-element array discussed above, the FRF array can be called a 7-5-21-2-3-1-7-5 array. The 5-m minimum separation ensures that aliasing will not occur for the highest frequency waves (those most sensitive to aliasing). The wavelength of a 0.33-Hz wave in 8 m of water is about 14 m. Since minimum gage separation is less than half this wavelength, aliasing will not occur.

37. It may be noticed that the sensor identification (ID) numbers are not sequential. The reason for this is that the full array is actually broken into subarrays, divided as follows:

<table>
<thead>
<tr>
<th>Subarray Name</th>
<th>Sensors Used, ID#</th>
<th>Length of Subarray, m</th>
</tr>
</thead>
<tbody>
<tr>
<td>Short Array</td>
<td>1,2,3,4,5</td>
<td>65</td>
</tr>
<tr>
<td>Short-Intermediate Array</td>
<td>1,2,3,4,5,6</td>
<td>90</td>
</tr>
<tr>
<td>Long-Intermediate Array</td>
<td>1,2,3,4,5,6,7</td>
<td>195</td>
</tr>
<tr>
<td>Long Array</td>
<td>1,2,3,4,5,6,7,8,9</td>
<td>255</td>
</tr>
</tbody>
</table>

Figure A5. Spacing and numbering of gages in the FRF linear array
38. The short and intermediate arrays are nested within the long array and are tuned to ranges of wavelengths to be resolved. The short arrays are used to measure directional distributions of shorter wavelength wind waves; the longer arrays are used to measure longer wavelengths. The frequency and corresponding wavelength groupings are:

<table>
<thead>
<tr>
<th>Subarray Name</th>
<th>Frequencies, Hz</th>
<th>Wavelengths, m (in 8 m of water)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Short Array</td>
<td>0.19 to 0.33</td>
<td>38 to 14</td>
</tr>
<tr>
<td>Short-Intermediate Array</td>
<td>0.14 to 0.19</td>
<td>57 to 38</td>
</tr>
<tr>
<td>Long-Intermediate Array</td>
<td>0.08 to 0.14</td>
<td>107 to 57</td>
</tr>
<tr>
<td>Long Array</td>
<td>0.05 to 0.08</td>
<td>175 to 107</td>
</tr>
</tbody>
</table>

39. Detailed analysis of the behavior of high-resolution spectral estimators has suggested the design of these nested subarrays. When waves are directionally spread about a central angle, superposition of the different longshore wavelengths makes the Co and Quad data appear as sinusoids which decay exponentially with increasing lag. If the sensors are too far apart, the exponential decay causes Co and Quad curves to approach zero. If too much of the lag axis contains these low values, high-resolution estimators misbehave and directional spectra are less reliable.

40. The FRF linear array has been designed to avoid this problem by proportionally truncating the size of the array for different ranges of wavelength. This limits the amount of decay in the Co and Quad curves and so increases reliability of estimation algorithms.
APPENDIX B: NOTATION

* Complex conjugation operator
a Wave amplitude
$a_{nm}$ Wave amplitude at $n^{th}$ frequency and $m^{th}$ direction
A Asymmetry parameter
$A_n$ Asymmetry parameter of a 180-deg directional distribution function at frequency $f_n$
$A_n^{(k)}$ Asymmetry parameter of mode $k$ within a directional distribution function at frequency $f_n$
Co Coincident or in-phase part of product of Fourier coefficients of two signals
d Water depth
df Frequency increment
d$\theta$ Direction increment
$D(f_n, \theta_m)$ Directional distribution function at frequency $f_n$ and direction $\theta_m$
E Mean wave energy per unit crest length
E' Sea surface variance per unit crest length
f Wave frequency
$f_n$ $n^{th}$ frequency of a set of $N$ discrete frequencies
$f_N$ Highest frequency of a set of $N$ discrete frequencies
$f_p$ Peak frequency
$f_{p, FD}$ Frequency at peak of frequency-direction spectrum
$f_{p, IFS}$ Frequency at peak of integrated frequency spectrum
$f_1, f_2, \ldots$ Specific wave frequencies
F Fourier coefficient (complex)
FD Frequency-direction
$F_1, F_2$ Specific (complex) Fourier coefficients
g  Gravitational acceleration
G(s) Coefficient in an analytic model of directional
distribution which has \( s \) as a parameter
H\(_{\text{mo}}\) A characteristic wave height
i  \( \sqrt{-1} \), indicates complex notation
I(\( \theta_j \)) Cumulative distribution function of integrated direction
spectrum at direction \( \theta_j \)
I(\( f_n, \theta_m \)) Cumulative distribution function at frequency \( f_n \) and
direction \( \theta_m \)
I\(^{(k)}\)(\( f_n, \theta_j \)) Cumulative distribution function for mode \( k \) at direction
\( \theta_j \) from a directional distribution at frequency \( f_n \)
k  Wave number vector; components \((k_x, k_y)\)
\( k \) Magnitude of wave number vector;
counting index of modes in a distribution
\( k_n \) Magnitude of wave number corresponding to \( n^{\text{th}} \) frequency
\( k_x \) Cross shore component of wave number
\( k_y \) Longshore component of wave number
K  Number of modes in a directional distribution
L  Wavelength
\( L_{p,IFS} \) Wavelength associated with the peak frequency of the
integrated frequency spectrum
\( L_y \) Longshore wavelength
m  Index associated with discrete direction
M  Integer number of discrete directions
n  Index associated with discrete frequency
N  Integer number of discrete frequencies
\( p_n^{(k)} \) Fraction of total energy at frequency \( f_n \) contained in
mode \( k \) of a directional distribution
Quad  Quadrature or out-of-phase part of product of Fourier
coefficients of two signals
r  Index of a discrete direction bounding a mode on the left
(counter-clockwise) side
s  Index of a discrete direction bounding a mode on the right (clockwise) side; a parameter in an analytic directional distribution model
S  Spectral density
S(\xi)  Frequency spectral density (continuous)
S(\xi_n)  Integrated frequency spectral density at frequency \( \xi_n \)
S(\theta)  Direction spectral density (continuous)
S(\theta_m)  Integrated direction spectral density at direction \( \theta_m \)
S(\xi,\theta)  Frequency-direction spectral density (continuous)
S(\xi_n,\theta_m)  Frequency-direction spectral density at frequency \( \xi_n \) and direction \( \theta_m \)
SW  Spectrally weighted
t  Time
T  Wave period
T_p  Spectral peak period
T_{p,IFS}  Peak period from the integrated frequency spectrum
x  Position vector; components (x,y)
x  Cross shore position
x_1, x_2  Specific cross shore positions
y  Longshore position
y_1, y_2  Specific longshore positions
YLAG  Basic unit of linear array gage spacing
\beta  A parameter in an analytic model of directional distributions
\Gamma  The Gamma function
\Delta\theta  Directional spread parameter
\Delta\theta_n  Directional spread parameter of a 180-deg directional distribution at frequency \( \xi_n \)
\Delta\theta_n^{(k)}  Directional spread parameter of mode \( k \) within a directional distribution at frequency \( \xi_n \)
\( \Delta \theta_{\text{IDS}} \) Directional spread parameter of integrated direction spectrum

\( \Delta \theta_{\text{SW}} \) Spectrally weighted directional spread parameter

\( \Delta \phi \) Phase difference

\( \eta \) Sea surface elevation

\( \theta \) Wave direction (in degrees), equals \( 360 \cdot \theta' / 2\pi \)

\( \bar{\theta} \) Positioning parameter

\( \theta_j \) j\textsuperscript{th} direction of a set of M discrete directions

\( \theta_m \) m\textsuperscript{th} direction of a set of M discrete directions

\( \theta_{\text{min}} \) Direction at which there is a minimum of energy

\( \theta_M \) Extreme direction of a set of M discrete directions

\( \bar{\theta}_n \) Positioning parameter of a 180-deg directional distribution function at frequency \( f_n \)

\( \bar{\theta}_n^{(k)} \) Positioning parameter of mode \( k \) within a directional distribution at frequency \( f_n \)

\( \theta_p \) Peak direction

\( \theta_{p,n} \) Direction of peak in directional distribution function at frequency \( f_n \)

\( \theta_{p,n}^{(k)} \) Peak direction within mode \( k \) of a directional distribution at frequency \( f_n \)

\( \theta_{p,\text{FD}} \) Direction at peak of frequency-direction spectrum

\( \theta_{p,\text{IDS}} \) Direction at peak of integrated direction spectrum

\( \theta_{r,n}^{(k)} \) Discrete direction bounding left side of \( k \textsuperscript{th} \) mode of directional distribution at frequency \( f_n \)

\( \theta_{s,n}^{(k)} \) Discrete direction bounding right side of \( k \textsuperscript{th} \) mode of directional distribution at frequency \( f_n \)

\( \theta_o \) Peak direction in analytic models of directional distribution functions

\( \theta_1, \theta_2, \ldots \) Specific wave directions

\( \theta_{25\%,n} \) Direction at which cumulative distribution function equals 0.25 at frequency \( f_n \)
\( \theta_{50\%, n} \) Direction at which cumulative distribution function equals 0.50 at frequency \( f_n \)

\( \theta_{75\%, n} \) Direction at which cumulative distribution function equals 0.75 at frequency \( f_n \)

\( \theta_{25\%, IDS} \) Direction at which integrated direction spectrum cumulative distribution equals 0.25

\( \theta_{50\%, IDS} \) Direction at which integrated direction spectrum cumulative distribution equals 0.50

\( \theta_{75\%, IDS} \) Direction at which integrated direction spectrum cumulative distribution equals 0.75

\( \theta_{25\%}^{(k)} \) Direction at which cumulative distribution function at frequency \( f_n \) and for mode \( k \) equals 0.25

\( \theta_{50\%}^{(k)} \) Direction at which cumulative distribution function at frequency \( f_n \) and for mode \( k \) equals 0.50

\( \theta_{75\%}^{(k)} \) Direction at which cumulative distribution function at frequency \( f_n \) and for mode \( k \) equals 0.75

\( \theta' \) Wave direction (in radians), equals \( 2\pi \theta/360 \)

\( \rho \) Water density

\( \phi \) Wave phase

\( \phi_{mn} \) Wave phase at \( n^{th} \) frequency and \( m^{th} \) direction

\( \phi_1, \phi_2 \) Specific wave phases